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Annotatsiya: Ushbu ilmiy maqolada ko ‘p qatlamli sun’iy neyron tarmogqlari
(Multilayer Perceptron — MLP) ning nazariy asoslari va amaliy qo ‘llanilish
jihatlari tizimli tarzda tahlil gilinadi. Tadgigot davomida MLP arxitekturasining
shakllanishi, yagona qatlamli perseptron modellariga xos bo ‘lgan chizigli
cheklovlarni bartaraf etish mexanizmlari hamda chizigli bo ‘Imagan bog ‘lanishlarni
o ‘rganish imkoniyatlari yoritiladi. MLPning matematik modeli, aktivatsiya
funksiyalarining tanlanishi va ularning o ‘qitish jarayoniga ta’siri nazariy jihatdan
asoslanadi. Shuningdek, teskari targalish algoritmining ishlash tamoyillari va
gradientga asoslangan optimallashtirish usullarining samaradorligi tahlil gilinadi.
O ‘tkazilgan tahlillar MLPning tasniflash va regressiya masalalarida, aynigsa
tabulyar ma’lumotlar bilan ishlashda universal va barqaror model ekanligini
ko ‘rsatadi. Maqgola natijalari sun’iy intellekt tizimlarini loyihalashda MLPdan
foydalanish uchun ilmiy-uslubiy asos bo ‘lib xizmat giladi.

Kalit so‘zlar: ko ‘p gatlamli sun’iy neyron tarmoqlari, MLP, sun’iy intellekt,
teskari tarqgalish, aktivatsiya funksiyasi.

AHHOTamus: B Oaunoli  Hayunolu — cmamve  cUCmMeMamuiecKu
AHATIUZUPYIOMCS Meopemuieckue OCHO8bl U NPAKMmuyecKue acnekmol NpUMeHeHus

MHO20CIOUHBIX UCKYCCMBEHHbIX Heliponnblx cemetl (Multilayer Perceptron — MLP).

B xo0e uccnedosanus paccmampusaromes gopmuposanue apxumexmypovr MLP,
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3agucumocmam. Teopemuuecku 060cHo8bl8aOMCA Mamemamuyeckas mooeivb MLP,
8b100p OyHKYyull axmusayuu u ux enusHue Ha npoyecc oobyuenus. Kpome moeo,
AHATUBUPYIOMCSL NPUHYUNDBL pabOMbl ANOPUMMA 0OPAMHO20 PACNPOCIPAHEHUS]
owmuoKu U 3ppexmusnocms epaduenmuvix mMmemooos onmumuzayuu. Ilposedénnvie
uccnedosanusi noxkaswvlgaiom, umo MLP sagnsiemcs yHugepcaibHou u yCmoudueou
MoOenvio 01 3a0ay Kidccugukayuu u pezpeccui, 0cobeHHO npu pabome ¢
mabAUYHbIMU OAHHBIMU. Pe3yﬂbmambz cmamsvll cyarcam HayllHO-MeH”IOaulleCKOﬁ
0CHOB01U 0151 ucnoavzosearus MLP npu npoekmupoearuu cucmem UuCKycCmeenHHozco
urmesliekma.

KiroueBble c10Ba: MHO20C0lHbLE UCKYCCMBEHHbIE HelipoHHble cemu, MLP,
UCKYCCMBEHHbILL UHMEIeKm, 00pamuoe pacnpocmpamnenue owuoKy, @QyHKYusl
akmueayuu.

Abstract: This scientific article systematically analyzes the theoretical
foundations and practical applications of multilayer artificial neural networks
(Multilayer Perceptron — MLP). The study examines the formation of MLP
architecture, the mechanisms for overcoming the linear limitations inherent in
single-layer perceptron models, and the ability to learn nonlinear relationships. The
mathematical model of MLP, the selection of activation functions, and their influence
on the training process are theoretically substantiated. In addition, the operating
principles of the backpropagation algorithm and the effectiveness of gradient-based
optimization methods are analyzed. The conducted analyses demonstrate that MLP
Is a universal and robust model for classification and regression tasks, particularly
when working with tabular data. The results of the article serve as a scientific and
methodological basis for the use of MLP in the design of artificial intelligence
systems.

Keywords: multilayer artificial neural networks, MLP, artificial

intelligence, backpropagation, activation function.
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KIRISH

So‘nggi yillarda sun’iy intellekt va mashinaviy o‘rganish texnologiyalarining
jadal rivojlanishi neyron tarmoqlarga bo‘lgan gizigishni sezilarli darajada oshirdi.
Ushbu modellar orasida ko‘p gatlamli perseptron eng asosiy va keng qo‘llaniladigan
arxitekturalardan biri hisoblanadi. MLP modeli kirish, bir yoki bir nechta yashirin
qatlamlar hamda chigish gatlamidan iborat bo‘lib, murakkab nochiziq
bog‘lanishlarni o‘rganish imkoniyatiga ega.

Yagona gatlamli perseptronlar fagat chizigli ajratiladigan masalalarni yecha
olgani sababli real dunyo muammolari uchun yetarli bo‘lmagan. Aynan shu
cheklovlar MLP modellarining rivojlanishiga sabab bo‘ldi. Yashirin gatlamlarning
joriy etilishi va differensiallanadigan aktivatsiya funksiyalaridan foydalanish orgali
MLP universal yaqinlashtiruvchi xususiyatga ega bo‘ldi.

Mazkur magolaning asosiy magsadi MLPning tuzilishi, matematik modeli va
o‘qitish mexanizmlarini yoritish hamda uning amaliy qo‘llanilish sohalarini ilmiy
asosda tahlil gilishdan iborat.

TADQIQOT METODLARI

Tadgiqot jarayonida analitik va taqgoslash usullaridan foydalanildi. MLP
arxitekturasi nazariy jihatdan tahlil gilinib, uning asosiy komponentlari va ishlash
mexanizmlari izohlandi. Har bir neyron kirish signallarining og‘irlikli yig‘indisini
hisoblab, bias qo‘shish orqali oraliq qiymat hosil qiladi va ushbu giymat aktivatsiya
funksiyasi orgali chigishga uzatiladi.

MLPning o‘qitilishi nazoratli o‘rganish doirasida amalga oshirilib, asosiy
algoritm sifatida teskari tarqalish usuli qo‘llaniladi. Ushbu algoritm yo‘qotish
funksiyasi gradientlarini hisoblash va og‘irliklarni iterativ yangilashga asoslanadi.
ReLU, sigmoid va tanh kabi aktivatsiya funksiyalarining xususiyatlari tahlil gilinib,
ularning o‘rganish tezligiga ta’siri baholandi.

NATIJALAR VA TAHLIL

Nazariy tahlillar shuni ko‘rsatadiki, MLP modeli murakkab chiziqli

bo‘lmagan funksiyalarni samarali yaqinlashtira o
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oshishi modelning ifodalash imkoniyatlarini kengaytiradi, biroq haddan tashqari
moslashuv xavfini ham Kkeltirib chigaradi. Shu sababli regularizatsiya va mos
optimallashtirish usullaridan foydalanish muhim ahamiyatga ega.

O‘rganilgan adabiyotlar va amaliy tajribalar MLPning tasniflash va
regressiya masalalarida yuqori aniqlik ko‘rsatishini tasdiglaydi. Aynigsa,
strukturaviy jihatdan murakkab bo‘lmagan, ammo katta hajmdagi tabulyar
ma’lumotlar bilan ishlashda MLP samarali natijalar beradi.

MUHOKAMA

Olingan natijalar MLPning zamonaviy chuqur o‘rganish modellariga
nisbatan soddaroq bo‘lishiga qaramay, uning universalligi va moslashuvchanligini
namoyon etadi. To‘g‘ri sozlangan MLP modeli ko‘plab amaliy masalalarda yuqori
samaradorlikka erishishi mumkin. Shu bilan birga, parametrlar sonining ortishi
hisoblash murakkabligini oshiradi, bu esa modelni tanlashda muvozanatni talab
giladi.

XULOSA

Ko‘p qatlamli sun’ity neyron tarmogqlari zamonaviy sun’iy intellekt
tizimlarining muhim tarkibiy qismi hisoblanadi. Ushbu tadgigot MLPning nazariy
asoslart va amaliy imkoniyatlarini tahlil qilib, uning chiziqli bo‘lmagan
bog‘lanishlarni o‘rganishdagi ustunliklarini asoslab berdi. Teskari tarqalish algoritmi
va zamonaviy aktivatsiya funksiyalaridan foydalanish MLPni samarali va bargaror
modelga aylantiradi.

Mazkur ishning ilmiy yangiligi MLP arxitekturasi va o°qitish mexanizmlarini
tizimli tahlil qilish orqali ularning samaradorlikka ta’sirini ochib berishdan iborat.
Olingan xulosalar sun’iy intellektga asoslangan amaliy tizimlarni ishlab chigishda
IImiy-uslubiy asos bo‘lib xizmat qiladi.
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