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Annotatsiya 

Ushbu maqolada tabiiy tilni qayta ishlash jarayonida matnni vektor ko‘rinishiga 

keltirishning ikki asosiy yondashuvi — Bag of Words va Word2Vec modellari batafsil 

tahlil qilinadi. Bag of Words modeli so‘zlarning chastotasiga asoslangan sodda statistik 

yondashuv bo‘lib, matndagi semantik ma’noni aks ettirmaydi va lug‘at hajmining 

kattaligi sababli o‘lcham muammosiga ega. Word2Vec modeli esa neyron tarmoqlar 

asosida ishlaydi va so‘zlar orasidagi kontekstual hamda semantik aloqalarni o‘rganib, 

ma’noga ega zich vektorlar yaratadi. Annotatsiyada har ikkala modelning ishlash 

mexanizmi, afzallik va cheklovlari, amaliy qo‘llanish imkoniyatlari hamda zamonaviy 

NLP tizimlarida ularning o‘rni yoritilgan. Maqola ushbu modellarni tanlashda vazifa 

murakkabligi, resurs talabi va semantik chuqurlik kabi mezonlarning ahamiyatini 

ochib beradi. 

Kalit so‘zlar:Bag of Words, Word2Vec, NLP, vektorlashtirish, semantika, 

kontekst, CBOW, Skip-gram, TFIDF, neyron tarmoqlar. 

 

Kirish.Tabiiy tilni qayta ishlash sohasida matnni raqamli ko‘rinishga keltirish 

kompyuterlar tomonidan tilni tushunish jarayonining boshlang‘ich bosqichidir. Har bir 

matnni sonlar ketma ketligi sifatida ifodalash zarur, chunki mashinalar faqat raqamlar 

bilan ishlay oladi. Matnni vektor shakliga keltirish uchun bir nechta yondashuvlar 

ishlab chiqilgan bo‘lib, ularning ikki eng mashhuri Bag of Words va Word2Vec 

modellaridir. Bu ikki yondashuv maqsadi bir xil bo‘lsa ham, ishlash prinsipi, semantik 

imkoniyatlari, samaradorligi va natijalari bo‘yicha keskin farqlanadi. 

Bag of Words modeli. 

Bag of Words matnni so‘zlar to‘plami sifatida ko‘ruvchi eng klassik 

yondashuvdir. Ushbu model matndagi so‘zlarning tartibini hisobga olmaydi, balki 

faqat qaysi so‘z necha marta uchraganiga e’tibor qaratadi. Masalan, bir nechta 

hujjatlardan iborat korpus berilsa, avvalo umumiy lug‘at tuziladi va har bir hujjat shu 

lug‘atdagi so‘zlarning chastotasi asosida vektorga aylantiriladi. Agar lug‘atda o‘n 

minglab so‘zlar bo‘lsa, har bir matn shu uzunlikdagi vektordan iborat bo‘ladi. Bu 

yondashuv matematik jihatdan juda sodda, lekin semantik ma’no, kontekst va tilning 

ichki tuzilmasini aks ettira olmaydi.Bag of Wordsning ikki keng qo‘llaniladigan 

varianti mavjud. Birinchisi, oddiy chastotani hisoblaydigan Count Vectorizer bo‘lib, 
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unda so‘z qanchalik ko‘p uchrasa, uning vazni shunchalik yuqori bo‘ladi. Ikkinchisi, 

TF-IDF yondashuvi bo‘lib, unda kam uchraydigan, lekin mazmunli so‘zlar yuqori 

ahamiyatga ega deb hisoblanadi. TF-IDF ko‘pincha katta matnlarda sifatni oshiradi, 

chunki umumiy va keng tarqalgan so‘zlarning modeli chalg‘itishi kamayadi. 

Bag of Words modeli afzalliklari jihatidan sodda, tez hisoblash imkonini beradi 

va ko‘plab klassik mashinaviy o‘rganish algoritmlari bilan juda mos keladi. 

Kamchiliklari esa ancha jiddiy. Model semantik ma’noni tushunmaydi, sinonimlarni 

farqlay olmaydi, so‘zlarning tartibini inkor qiladi va lug‘at hajmi ortgani sayin 

vektorlar juda katta o‘lchamli bo‘lib boradi. Shuning uchun mazmunni chuqur anglash 

talab qilinadigan vazifalarda Bag of Words yetarli bo‘lmaydi. 

Word2Vec modeli 

Word2Vec matnni vektorlashning zamonaviy yondashuvidir. U kichik neyron 

tarmoq asosida so‘zlarni ularning ma’nosiga qarab zich vektorlarga aylantiradi. Ushbu 

model so‘zlarning kontekstini o‘rganadi, ya’ni har bir so‘z yon atrofidagi so‘zlar bilan 

qanday munosabatda ekanligini tahlil qiladi. Natijada har bir so‘z uchun ma’noli, 

semantik jihatdan boy vektor yaratiladi. Bunday vektorlar o‘zaro yaqin ma’noli 

so‘zlarni bir biriga yaqin joylashtiradi, sinonimlar bir xil makonda to‘planadi, hatto 

matematik munosabatlar ham shakllanadi.Word2Vec ikki asosiy arxitekturaga ega. 

Birinchisi CBOW bo‘lib, u kontekstdan so‘zni bashorat qiladi va katta matnlarda juda 

tez ishlaydi. Ikkinchisi Skip-gram bo‘lib, u so‘zdan kontekstni bashorat qiladi va kam 

uchraydigan so‘zlarni o‘rgatishda yaxshiroq natija beradi. Har ikki model ham tilning 

semantik xususiyatlarini chuqur o‘rganishga mo‘ljallangan.Word2Vecning eng katta 

ustunligi shundaki, u so‘zlarning ma’nosini matematik vektorlarda aks ettira oladi. 

Masalan, erkak ayol juftliklari, davlat poytaxtlari, kasblar yoki fazoviy 

tushunchalardagi munosabatlarni geometrik tarzda ifodalash mumkin. Bunday 

imkoniyat Bag of Wordsda mavjud emas. Lekin Word2Vec o‘qitilishi ancha 

murakkab, katta korpus talab qiladi va hisoblash resurslari ham ko‘proq talab etiladi. 

Bag of Words va Word2Vecning taqqoslanishi 

Har ikki model maqsadi matnni vektorga aylantirish bo‘lsa ham, ularning 

natijalari va qo‘llanilish doirasi keskin farq qiladi. Bag of Words semantik ma’noni 

tushunmaydi, Word2Vec esa aynan semantik aloqalarning o‘ziga e’tibor qaratadi. Bag 

of Words katta o‘lchamli, siyrak vektorlar yaratadi, Word2Vec esa kichik, zich va 

mazmunli vektorlar taqdim etadi. Bag of Wordsdan foydalanish oson, lekin murakkab 

matn tahlili talab qilinadigan joylarda yetarli bo‘lmaydi. Word2Vec esa murakkab 

tizimlar uchun juda mos, masalan semantik qidiruv, kontekstual tavsiyalar, tarjima 

tizimlari, nutq tushunish, chatbotlar va intellektual muloqot tizimlarida keng 

qo‘llanadi. 

Xulosa 
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Bag of Words matnni oddiy statistik model orqali ifodalasa, Word2Vec esa 

mazmunni chuqur o‘rganadigan neyron tarmoqlar yordamida semantik vektorlar 

yaratadi. Kichik, sodda vazifalar uchun Bag of Words yetarli bo‘lishi mumkin, ammo 

kontekst, ma’no va semantik bog‘lanishni o‘rganish zarur bo‘lgan vazifalarda 

Word2Vec ancha samarali natija beradi. Shuning uchun zamonaviy NLP tizimlarida 

asosan Word2Vec yoki uning yanada rivojlangan modellari (FastText, GloVe, BERT) 

qo‘llaniladi. 
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