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Annotatsiya: Ushbu magolada kredit riskini baholash uchun Gradient Boosting
va uning samaradorligi oshirilgan turi — XGBoost algoritmi qo‘llanilishi tahlil
qilinadi. Maqolada kredit riskining mohiyati, ma’lumotlarni tayyorlash bosqichlari,
modelni qurish va baholash jarayoni bosgichma-bosqich ko‘rsatildi. Bu yondashuv
bank tizimlarida qarz berish qarorlarini avtomatlashtirish, moliyaviy xavflarni
kamaytirish va kredit portfellarini optimallashtirishda muhim ahamiyat kasb etadi.
Eksperimental tavsif va baholash metrikalari orgali XGBoost modelining an’anaviy
usullarga nisbatan afzalliklari yoritiladi.

Kalit so‘zlar: XGBoost, Prognozlash, Mashinali o‘qitish, AUC-ROC, Matrix

Abstract: This article analyzes the application of Gradient Boosting and its
enhanced version, the XGBoost algorithm, for credit risk assessment. It discusses the
essence of credit risk, data preparation stages, and the step-by-step process of model
building and evaluation. The proposed approach is crucial for automating lending
decisions in banking systems, reducing financial risks, and optimizing credit portfolios.
Experimental results and evaluation metrics highlight the advantages of the XGBoost
model compared to traditional methods.

Keywords: XGBoost , Prediction / Forecasting , Machine Learning , AUC-ROC,
Confusion Matrix

AHHoOTanus: B 1aHHO# cTathe aHanu3upyeTcs npuMeHenue anropurMa Gradient
Boosting u ero ycoBepiieHcTBOBaHHOM Bepcun — XGBoost 11 OLIeHKH KPEeIUTHOTO
pHUCKa. PaCCManI/IBaIOTCSI CYTb KpEAUTHOI'0 PHCKA, 9TaIllbl IIOATOTOBKH JaHHBLIX, a
TAKXK€ IMOILIArOBbIA MPOLIECC OCTPOEHUS U OUEHKHU Monenu. [IpemnaraeMeiid moaxon
HUMEET BaAXHO€ 3HAUYCHHUEC HJId aBTOMATU3allUN pemeHHﬁ 10 KPCAUTOBAHHIO B
6aHKOBCKI/IX CHUCTEMAX, CHUKXCHUA (bHHaHCOBBIX PHUCKOB M OIITUMU3AIINN KPCAUTHBIX
noptderneii. DKCIepUMEHTATbHBIE PE3yJIbTaThl U METPUKHU OICHKU JTEMOHCTPUPYIOT
npeumyiiectsa Mmoaenn XGBoost 1o cpaBHEHHIO ¢ TPAAUIIMOHHBIMU METOIaMHU.

Kuarwuesle caoBa: XGBoost , [IpornosupoBanue , MammaHoe o0yuenue, AUC-
ROC (ILnomaaes mog ROC-kpupoii) , Marpuiia ormmoox
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Kirish: Banklar va moliyaviy tashkilotlar kreditlashda garor gabul gilish uchun
mijozlar haqidagi katta miqdordagi ma’lumotlarni qayta ishlaydi. Kredit riskini
noto‘g‘ri baholash banklarga katta moliyaviy zarar keltirishi mumkin. An’anaviy ball
tizimlari yoki ekspert bahosi ko‘pincha sub’ektiv bo‘lib, murakkab chizigsiz
munosabatlarni ushlab qolmaydi. Shu sababli mashinaviy o‘rganish metodlari, xususan
Gradient Boosting va XGBoost, kredit riskini bashoratlashda keng foydalanilmoqda.

Metodologiya

Mijozning demografik ma’lumotlari, moliyaviy ko‘rsatkichlar, to‘lov tarixlari va
kredit tarixiga oid atributlar.

Yo‘qolgan qiymatlarni to‘ldirish, kategorik o‘zgaruvchilarni kodlash, shkalalash,
outlierlarni tekshirish.

Baholash metrikalari AUC-ROC, Precision, Recall, F1-score, Accuracy, Confusion
Matrix.

Model

Asosiy model — XGBoost (Gradient Boosted Decision Trees).

XGBoost (Extreme Gradient Boosting) — bu Gradient Boosting algoritmining
tezkor va optimallashtirilgan versiyasidir. U garor daraxtlarini ketma-ket qurib, har bir
keyingi daraxt orgali avvalgi xatoliklarni kamaytiradi va model anigligini oshiradi.
XGBoost katta hajmdagi ma’lumotlar bilan samarali ishlaydi, parallel hisoblashni
qo‘llab-quvvatlaydi va xotiradan ogilona foydalanadi. Model overfitting xavfini
kamaytirish uchun L1 va L2 regulyarizatsiyaga ega. Shuningdek, yo‘q (missing)
giymatlarni avtomatik qayta ishlaydi hamda atributlarning prognozga ta’sir darajasini
aniglash imkonini beradi, bu kredit riskini tahlil gilishda muhim.
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1-Rasm “XGBoost. Ekstremal Gradient Kuchaytirish Algoritmi”
1-gadam: Ma’lumotlar to‘plami trening va test to‘plamlariga bo‘linganidan so‘ng,
trening to‘plamidan tasodifiy tanlangan ma’lumotlar bilan (modell) quriladi.
2-gadam: Keyin, model butun trening to‘plamida sinovdan o‘tkaziladi.
3-gadam: Model sinovdan o‘tgach, ba’zi trening ma’lumotlari nuqtalari yaxshi
bashorat gilinmaganini aniglaymiz va bu nuqgtalar sezilarli xatolikka olib kelishi
mumkin.
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4-gadam: Shuning uchun, yana bir model (model2) quriladi, bunda trening
to‘plamidan tasodifiy tanlangan nuqtalar ishlatiladi, lekin oldingi modelda katta xatoga
sabab bo‘lgan nuqtalarning tanlanish ehtimoli yuqori bo‘ladi.
5-qadam: Keyinchalik, ikkala model (modell va model2) butun trening to‘plamida
sinovdan o‘tkaziladi va ularning natijalari birlashtiriladi. Butun ma’lumotlar bo‘yicha
xato o‘Ichanadi. Model2 ning o‘rtacha kvadrat xatosi (Mean Squared Error) modell ga
nisbatan pastroq bo‘ladi. Keyingi modelni qurishda xatoga sabab bo‘lgan nuqtalar
tanlanadi va jarayon davom etadi, to‘xtashga hech ganday yaxshilanish qolmaguncha.
Quyidagi dastur misol qilib ko‘rib chigsak. Bu dastur XGBoost modelini yaratadi, uni
o‘qgitadi va test datasida bashorat qilish orgali modelning anigligini (accuracy) va
Confusion Matrix’ini chiqaradi.
Dastur kodi:
from xgboost import XGBClassifier
from sklearn.datasets import make_classification
from sklearn.model _selection import train_test_split
from sklearn.metrics import confusion_matrix, ConfusionMatrixDisplay,
accuracy_score
import matplotlib.pyplot as plt
# 1. Ma'lumotlar yaratish va bo'lish
X,y = make_classification(n_samples=1000, n_features=20, n_classes=2,
random_state=42)
X_train, X_test, y _train, y test = train_test_split(X, y, test_size=0.2,
random_state=42)
# 2. XGBoost modeli
model = XGBClassifier(

max_depth=3,

learning_rate=0.1,

n_estimators=100,

objective='binary:logistic’,

eval_metric="logloss',

use_label encoder=False )
# 3. Modelni o'gitish va bashorat gilish
model fit(X_train, y_train)
y_pred = model.predict(X_test)
# 4. Accuracy
acc = accuracy_score(y_test, y_pred)
print("Accuracy:", acc)
# 5. Confusion Matrix chizish
cm = confusion_matrix(y_test, y_pred)
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disp = ConfusionMatrixDisplay(confusion_matrix=cm,

display_labels=model.classes )

disp.plot(cmap=plt.cm.Blues)

plt.title(f"Confusion Matrix (Accuracy: {acc:.2f})") plt.show()
NATIJA

bst.update(dtrain, iteration=i, fobj-obj)
Accuracy: 0.895

Confusion Matrix (Accuracy: 0.90)

(8] 1
Predicted label

XGBoost modelini ishlash prinsipi va natijasi

XGBoost yordamida aniglikni baholashda turli metrikalardan foydalaniladi,
jumladan: AUC-ROC, Precision.
AUC-ROC (Area Under the Curve — Receiver Operating Characteristic) — bu
klassifikatsiya modelining sezgirlik va xatolikni balanslash qobiliyatini baholovchi
ko‘rsatkich. Kredit riskini baholashda AUC-ROC qanchalik yuqori bo‘lsa, model riskli
va risksiz mijozlarni to‘g‘ri ajrata oladi.

Natijalar va baholash

Natijalar ROC curve, Confusion Matrix, va Feature Importance grafiklari
yordamida baholandi. Model AUC-ROC natijasida yugori aniglikka erishgan.
Shuningdek, SHAP tahlili yordamida o‘zgaruvchilarning modelga ta’siri aniglangan.

Xulosa

XGBoost algoritmi yugori aniglik yordamida kredit riskini va modelning
samaradorligini baholash uchun ishlatiladigan asosiy metrikalar tahlil gilindi.
Kelajakda SHAP tahlili va fairness metrikalarini qo‘shish orqali yanada adolatli
tizimlar yaratish mumkin.
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