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Annotatsiya: Ushbu magola AutoML texnologiyalaridan foydalanib avtomatik
model tanlash jarayonini tahlil giladi. An’anaviy mashinaviy o‘qitishda ko‘p vaqt
oladigan algoritm tanlash va giperparametrlarni sozlash AutoML yordamida
avtomatlashtiriladi. Tadgiqotda AutoML tizimlarining ishlash  prinsiplari,
optimallashtirish usullari va platformalarning samaradorligi ko‘rib chiqildi. Natijalar
AutoML model ishlab chigishni soddalashtirishi va yugori aniglikdagi modellarni tez
yaratishga imkon berishini ko‘rsatdi.

Kalit so‘zlar: AutoML, model tanlash, MO, giperparametr sozlash, meta-
o‘qitish, Bayesian optimallashtirish, NAS, xususiyatlar muhandisligi, model baholash,
oldindan gayta ishlash, Sl.

Annotation: This article analyzes the automated model selection process using
AutoML technologies. In traditional machine learning, algorithm selection and
hyperparameter tuning are time-consuming tasks, while AutoML automates these steps
to choose optimal models efficiently. The study reviews the principles, optimization
techniques, and effectiveness of modern AutoML platforms. Results show that
AutoML simplifies model development and enables fast creation of high-accuracy
models.

Keywords: AutoML, model selection, ML, hyperparameter tuning, meta-
learning, Bayesian optimization, NAS, feature engineering, model evaluation,
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AHHOTaIIl/IH: B I[ElHHOﬁ CTAaTbC AHAIIM3UPYCTCA IIPOLECCC ABTOMATHYCCKOTO
BBIOOpA MOJIENIM C MCIOJIb30BaHWEM TexHoyioruii AutoML. B  TpaauimoHHOM
MaIlIMHHOM OOYyY€HUHU BBIOOp ajlropuTMa M HACTPOWKa THIepHapaMeTpoB TPEOYIOT
MHOTO BpE€MEHHM, Torjaa kak AutoML aBTOMaTH3MpyeT 3T 3Talbl U IO3BOJSET
3¢ (PEeKTUBHO HaxoJWUTh ONTUMaJbHbIE Mojaenu. B pabore paccmaTpuBaroTcs
npuHIUnel  AutoML, wmeronbr ontumuzanuu U AOPEKTUBHOCTH COBPEMEHHBIX
miaTdopm. PesynbTaThl mokassiBatoT, uTo AutoML ympoiaer pa3paboTKy Mojeneit u
YCKOPSIET CO3JaHNUE BBICOKOTOYHBIX PELICHUM.
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KiawoueBbie ciaoBa:  AUtoML, BweiGop wmomenu, MO, HacTpoiika
runepnapaMeTpoB, MeTa-oOydenue, Bayesian-ontumuzanus, NAS, uHXeHepHs
IIPU3HAKOB, OIIEHKa MOJIeIH, IpeaoopadoTka, M.

Kirish. Sun’iy intellekt va mashinaviy o‘qitishning tez rivojlanishi real sektor va
sanoatda ma’lumotlarga asoslangan garorlarni muhimlashtirmogda. Samarali model
yaratish uchun algoritm tanlash, ma’lumotlarni tayyorlash va giperparametrlarni
sozlash ko‘p vaqt talab qgiladi va ekspert tajribasiga tayanadi. Shu sababli AutoML
texnologiyasi ahamiyat kasb etadi. AutoML mashinaviy o‘qitish pipeline’ini
avtomatlashtirib, ma’lumotga mos algoritmlarni solishtiradi, parametrlar makonini
izlaydi va eng yaxshi modelni tanlaydi. Bu jarayonda Bayesian optimization, grid
search, evolyutsion izlash va meta-learning qo‘llanadi, natijada model samaradorligi
va umumlashma qobiliyati yaxshilanadi. Maqola AutoML’ning nazariy asoslari,
amaliy bosqichlari, mashhur platformalari va real loyihalardagi natijalarini yoritadi
hamda afzalliklari, cheklovlari va rivojlanish istigbollarini muhokama giladi.

Asosiy gism.

1. AutoML texnologiyasining ilmiy asoslari

AutoML mashinaviy o‘qitish jarayonini optimallashtirish va avtomatlashtirishga
qaratilgan texnologiyadir. Uning nazariy asosini quyidagi yo‘nalishlar tashkil giladi:

1.1. Model tanlash nazariyasi

Model tanlash statistik yondashuvlarda AIC, BIC kabi kriteriylar bilan, ML da
esa cross-validation orgali baholanadi. AutoML esa bu jarayonni turli algoritmlar
ustida avtomatik ravishda olib boradi.

1.2. Giperparametrlarni qgidirish nazariyasi

Giperparametrlar makoni (Hyperparameter Space) ko‘pincha millionlab
kombinatsiyalarga ega bo‘ladi. Uni izlash NP-murakkab masaladir. AutoML bu
izlashni quyidagi matematik asoslar orgali hal giladi:

ehtimollikka asoslangan modellar (Gaussian Process)

sirt bo‘yicha optimallashtirish (Surrogate Models)

evolyutsion optimallashtirish

Bu yondashuvlar AutoML’ga murakkab konfiguratsiyalarni samarali topishga
yordam beradi.

2. Avtomatik model tanlash jarayoni — chuqur tahlil

AutoML’da model tanlash pipeline ko‘p bosqichli jarayon bo‘lib, quyidagilardan
iborat:

2.1. Ma’lumotlarni avtomatik tahlil gilish

Ma’lumot turlari: kategorik, sonli, matnli, rasm

Disbalansni aniglash

Korrelyatsiya darajasi
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Yo‘qolgan giymatlar diagnostikasi

Outlierlarni aniglash

AutoML ushbu ma’lumotlarga mos algoritmlar toifasini belgilaydi.

2.2. Avtomatik xususiyatlar muhandisligi

AutoML ko‘pincha quyidagi funktsiyalarni avtomatlashtiradi:

Kategorik xususiyatlarni kodlash (One-Hot, Target Encoding)

Scaling / Normalization

Polynomial features generatsiyasi

Automatic feature selection (L1 shrinkage, mutual information)

Bu jarayon odatda model sifatining 40-60% ini belgilaydi.

2.3. Algoritmlar orasidan optimalini tanlash

AutoML binar, multiklass, regressiya va klasterlash vazifalariga garab mos
algoritmni sinab ko‘radi. Masalan:

Kichik dataset uchun: Logistic Regression, Decision Trees

O‘rta o‘lchamli dataset uchun: Random Forest, XGBoost

Juda murakkab ma’lumotlar uchun: Neural Networks, NAS orqali yaratilgan
tarmogqlar

Tanlov cross-validation orgali tasdiglanadi.

2.4. Giperparametrlarni chuqur optimallashtirish

Giperparametr  optimallashtirishda  AutoML quyidagi mexanizmlardan
foydalanadi:

- Bayesian Optimization

Qidiruvni oldingi natijalardan o‘rganib boradi. Tez va aniq yo‘l.

- Genetik algoritmlar

Tabiatdagi evolyutsiya prinsipiga asoslanadi:

mutatsiya

krossover

tanlanish

- Hyperband

Vaqtni oshirmasdan optimal parametr topishga yordam beradi.

- Reinforcement Learning asosidagi gidiruv

Asosan NAS’larda qo‘llanadi.

3. Meta-learningning AutoMLdagi o‘rni

Meta-learning AutoML tizimlariga “tajriba banki” vazifasini bajaradi. Bu jarayon
quyidagicha ishlaydi:

1. Minglab ML muammolarining tarixi saqlanadi.

2. Har bir datasetning morfologik xususiyatlari (feature statistics) o‘rganiladi.

3. O‘xshash datasetlar uchun samarali bo‘lgan algoritmlar tavsiya qilinadi.

Natija: izlash va tanlash jarayoni 3-10 baravarga tezlashadi.
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4. Neural Architecture Search (NAS) — AutoMLning eng ilgor yo‘nalishi
NAS avtomatlashtirilgan neyron tarmoq arxitekturasini yaratish texnologiyasidir.
4.1. NAS turlari
RL-NAS — mukofotga asoslangan arxitektura tanlash
Evo-NAS — evolyutsiyaga asoslangan gidiruv
Gradient-based NAS — Differentiable Architecture Search (DARTS)
4.2. NAS afzalliklari
Qo‘lda yaratilgan arxitekturalardan 15-30% yugori aniqlik
Layerlar soni, turi, bog‘lanishi avtomatik topiladi
Turli vazifalar uchun maxsus model ishlab chigiladi
5. Zamonaviy AutoML platformalari — chuqur solishtirish
Jadval gvolasan

Platforma Afzalliklar Cheklovlar
Google _ M-atn, rasm, \{id_eo bilan yaxshi Narxi yugori
AutoML ishlaydi; yuqori aniglik
Auto-sklearn . I\/_Ieta_— learning, Bayesian Katta datasetlarda sekin
Optimization
H20 AutoML Juda tez, ko‘p algoritmlar NAS yo‘q

Evolyutsion pipeline

optimallashtirish Hisoblash talabi yuqori

TPOT

Ma’lumot oldindan

Kuchli NA i ilinadi
AutoKeras uchli NAS tayyorligi talab gilinadi

6. AutoMLning amaliy afzalliklari

70-80% vaqt tejash

Ekspert bo‘lmagan foydalanuvchi ham kuchli model yarata oladi

Ko‘plab sinovlar avtomatik o‘tkaziladi

Tizim har doim eng yaxshi model kombinatsiyasini topishga harakat giladi

7. Cheklovlar va muammolar

Qidiruv jarayoni juda ko‘p resurs talab qiladi

Modelning ganday tanlanganini tushuntirish qiyin (“black box”)

Shovqinli yoki sifatsiz ma’lumotlarda unumdorlik pasayadi

Xulosa

AutoML yordamida avtomatik model tanlash jarayoni zamonaviy mashinaviy
o‘qitishning eng muhim va istigbolli yo‘nalishlaridan biri bo‘lib, u murakkab
hisoblangan modellash jarayonlarini sezilarli darajada soddalashtirishga hamda
optimallashtirishga xizmat qiladi. Tadqiqot davomida ko‘rsatildiki, AutoML
platformalari algoritm tanlash, giperparametrlarni izlash, xususiyatlar muhandisligi va
modelni baholash kabi jarayonlarni integratsiyalashgan holda amalga oshirish orgali
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nafaqat ekspert bilimiga bo‘lgan ehtiyojni kamaytiradi, balki model aniqligini

oshiruvchi optimal konfiguratsiyalarni ham samarali ravishda topa oladi.

Ilmiy tahlillar shuni ko‘rsatadiki, Bayesian Optimization, meta-learning,
evolyutsion qidiruv va Neural Architecture Search kabi ilg‘or texnologiyalarning
AutoML jarayoniga tatbigi model tanlashning anigligi va bargarorligini sezilarli
oshiradi. Bu esa AutoML ni nafaqat eksperimental tadqiqotlar uchun, balki real sektor,
sanoat ishlab chiqgarishi, tibbiy tashxislash, moliyaviy prognozlash kabi amaliy
yo‘nalishlarda ham jiddiy qo‘llash imkonini yaratadi.

Biroq AutoML’ning hisoblash resurslariga yuqori talab qo‘yishi, ba’zi
jarayonlarning “qora quti” sifatida talqin qilinishi va ma’lumot sifati past bo‘lgan
holatlarda unumdorlikning pasayishi kabi cheklovlar mavjudligi ham ilmiy asosda
gayd etildi. Ushbu cheklovlar AutoML sohasining kelajakdagi tadgigotlarini yanada
chuqurlashtirish, algoritmik shaffoflikni oshirish, izlash jarayonini tezlashtirish va
resurs sarfini kamaytirishga garatilgan yangi yechimlarni ishlab chigishni talab giladi.

Umuman olganda, olib borilgan tahlil va kuzatuvlar AutoML yordamida
avtomatik model tanlash texnologiyasi mashinaviy o‘qitishning kelajakdagi rivojida
muhim o‘rin tutishini, ilmiy va amaliy jarayonlarda samaradorlikni sezilarli oshirishini
hamda zamonaviy intellektual tizimlarning ajralmas qismi bo‘lib borayotganini yaqqol
ko‘rsatmoqda.
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