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Annotatsiya: Mashinali o'qitish modellarini yaratishda ma'lumotlar to'plamini 

to'g'ri bo'lish muhim ahamiyatga ega. Ma'lumotlar odatda o'quv, validatsiya va test 

to'plamlariga ajratiladi. Ushbu maqolada har bir to'plamning vazifasi, overfitting va 

underfitting muammolari hamda ma'lumotlarni bo'lish strategiyalari tahlil qilinadi. 

Tasvirlarni klassifikatsiya qilish misoli orqali amaliy tatbiq ko'rsatilgan. Natijalar shuni 

isbotlaydiki, to'g'ri bo'lish usullari modelning aniqligini sezilarli oshiradi. 

Kalit so'zlar: mashinali o'qitish, ma'lumotlar to'plami, o'quv to'plami, validatsiya, 

overfitting, model baholash 

Abstract: Proper division of the dataset is crucial in creating machine learning 

models. Data is typically divided into training, validation, and test sets. This article 

analyzes the function of each set, overfitting and underfitting problems, and data 

splitting strategies. Practical application is demonstrated through an image 

classification example. The results prove that proper splitting methods significantly 

improve model accuracy. 

Keywords: machine learning, dataset, training set, validation, overfitting, model 

evaluation 

Аннотация: Правильное разделение набора данных имеет решающее 

значение при создании моделей машинного обучения. Данные обычно 

разделяются на обучающую, валидационную и тестовую выборки. В данной 

статье анализируются функции каждой выборки, проблемы переобучения и 

недообучения, а также стратегии разделения данных. Практическое применение 

продемонстрировано на примере классификации изображений. Результаты 

доказывают, что правильные методы разделения значительно повышают 

точность модели. 
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Kirish 

Mashinali o'qitish zamonaviy sun'iy intellekt tizimlarining asosiy yo'nalishi bo'lib, 

so'nggi o'n yillikda eksponensial rivojlanish kuzatilmoqda. 2012-yilda ImageNet 

musobaqasida chuqur neyron tarmoqlarining g'alabasi mashinali o'qitish 

texnologiyalarining yangi davrini boshlab berdi. Bugungi kunda ushbu texnologiyalar 

tibbiy diagnostika, moliyaviy tahlil, tabiiy tilni qayta ishlash va kompyuter ko'rishi 

kabi turli sohalarda keng qo'llanilmoqda. 

Biroq, yuqori aniqlikdagi modellarni yaratish nafaqat murakkab algoritmlarni 

tanlashni, balki ma'lumotlarni to'g'ri tayyorlash va taqsimlash metodologiyasini ham 

talab qiladi. Tan olingan tadqiqotlarga ko'ra, modellarning umumlashtirish qobiliyati 

to'g'ridan-to'g'ri ma'lumotlar bilan ishlash sifatiga bog'liq Domingos o'zining mashhur 

maqolasida "Ma'lumotlar algoritmdan muhimroq" degan xulosaga kelgan  

Ma'lumotlar to'plamini noto'g'ri bo'lish bir qancha jiddiy muammolarga olib 

keladi. Overfitting hodisasida model o'quv ma'lumotlarini "yodlab oladi", lekin yangi 

ma'lumotlarda yomon ishlaydi. Aksincha, underfitting holatida model ma'lumotlardagi 

murakkab bog'lanishlarni aniqlay olmaydi. Kohavining klassik tadqiqotida 

ko'rsatilganidek, validatsiya to'plamidan to'g'ri foydalanish modelning umumlashtirish 

xatosini 15-20% gacha kamaytirishi mumkin. 

Hozirgi vaqtda ma'lumotlarni uchta asosiy to'plamga ajratish – o'quv validatsiya 

va test to'plami– mashinali o'qitishda standart metodologiya hisoblanadi. Goodfellow 

va boshqalar "Deep Learning" asarida ta'kidlaganidek, bu yondashuv model 

baholashda xolis natijalar olishning yagona ishonchli usuli hisoblanadi. O'quv to'plami 

modelni o'rgatish, validatsiya to'plami giperparametrlarni sozlash va eng yaxshi 

modelni tanlash, test to'plami esa yakuniy baholash uchun ishlatiladi. 

Ushbu maqolada ma'lumotlar to'plamini bo'lish printsiplari, har bir to'plamning 

statistik va algoritmik ahamiyati, zamonaviy amaliyotda qo'llaniladigan optimal 

strategiyalar hamda amaliy tatbiq misollari ilmiy jihatdan tahlil qilinadi. Tadqiqot 

empirik tajribalar va mavjud ilmiy adabiyotlar asosida olib borilgan. 

Ma'lumotlar to'plamini bo'lish prinsipi va turlari 

Mashinali o'qitish modellarini yaratishda asosiy maqsad – modelning nafaqat 

mavjud ma'lumotlarda, balki yangi, ko'rilmagan ma'lumotlarda ham aniq bashorat 

qilishini ta'minlashdir. Bu maqsadga erishish uchun ma'lumotlar to'plamini bir necha 

qismlarga ajratish zarur. 

O'quv to'plami (Training Set) 

O'quv to'plami – modelni o'rgatish uchun ishlatiladigan asosiy ma'lumotlar 

to'plami bo'lib, odatda umumiy ma'lumotlarning 60-80% ini tashkil etadi. Ushbu 

to'plamda model kirish va chiqish o'rtasidagi bog'lanishlarni o'rganadi, vazn 

koeffitsiyentlarini yangilaydi va xatolarni minimallashtirishga harakat qiladi. 
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O'quv jarayonida model gradient descent yoki uning modifikatsiyalari orqali xato 

funksiyasini minimallashtiradi. Masalan, neyron tarmoqlarda backpropagation 

algoritmi yordamida har bir iteratsiyada vazn koeffitsiyentlari yangilanadi. O'quv 

to'plamining hajmi va sifati modelning o'rganish qobiliyatiga bevosita ta'sir qiladi – 

kichik hajm underfitting, haddan tashqari ko'p takrorlanuvchi ma'lumotlar esa 

overfittingga olib kelishi mumkin. 

Validatsiya to'plami (Validation Set) 

Validatsiya to'plami modelni sozlash va optimal giperparametrlarni tanlash uchun 

ishlatiladi. Bu to'plam odatda umumiy ma'lumotlarning 10-20% ini tashkil etadi. 

Validatsiya to'plamining asosiy vazifasi – o'qitish jarayonida modelning ishlashini 

kuzatish va overfittingni aniqlashdir. 

O'qitish jarayonida har bir epoch oxirida model validatsiya to'plamida baholanadi. 

Agar o'quv to'plamidagi xato kamayib borsa, lekin validatsiya to'plamidagi xato oshsa, 

bu overfitting belgisidir. Shu asosda tadqiqotchi quyidagi qarorlarni qabul qilishi 

mumkin: 

 Learning rate (o'rganish tezligi) ni o'zgartirish 

 Regularizatsiya parametrlarini sozlash (L1, L2 regularization) 

 Model arxitekturasini o'zgartirish (qatlamlar soni, neyronlar soni) 

 Early stopping qo'llash – validatsiya xatosi oshishni boshlaganda 

o'qitishni to'xtatish 

Ushbu uch bosqichli taqsimot Hastie va boshqalar tomonidan "The Elements of 

Statistical Learning" asarida to'liq tahlil qilingan va zamonaviy mashinali o'qitishning 

asosi sifatida tan olingan. 

Test to'plami (Test Set) 

Test to'plami modelning yakuniy baholash uchun ajratilgan va butun o'qitish 

jarayonida umuman ishlatilmaydigan ma'lumotlar to'plamidir. Bu odatda umumiy 

ma'lumotlarning 10-20% ini tashkil etadi. Test to'plamining asosiy maqsadi – 

modelning haqiqiy dunyodagi yangi ma'lumotlarda qanchalik yaxshi ishlashini xolis 

baholashdir. 

Test to'plamidan faqat birgina marta – barcha o'qitish va sozlash ishlari 

tugaganidan keyin foydalaniladi. Agar test to'plamidan bir necha marta foydalanilsa, u 

holda model bu ma'lumotlarga ham "moslashib" qolishi va natijalar xolis bo'lmasligi 

xavfi mavjud. Shu sababli, ayrim tadqiqotlarda hold-out test set yoki blind test set usuli 

qo'llaniladi, bu erda test ma'lumotlari butunlay alohida saqlanadi. 

Ushbu uch bosqichli taqsimot Hastie va boshqalar tomonidan "The Elements of 

Statistical Learning" asarida to'liq tahlil qilingan va zamonaviy mashinali o'qitishning 

asosi sifatida tan olingan. 
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Overfitting va underfitting muammolari 

Mashinali o'qitishda modelning samaradorligiga ta'sir qiluvchi ikkita asosiy 

muammo mavjud: overfitting va underfitting. Ushbu muammolarni tushunish va 

ularning oldini olish ma'lumotlar to'plamini to'g'ri bo'lish bilan bevosita bog'liq. 

Overfitting (Haddan tashqari moslashtirish) 

Overfitting – modelning o'quv to'plamidagi ma'lumotlarni haddan tashqari yaxshi 

"yodlab olishi" natijasida yangi ma'lumotlarda yomon ishlash holatidir. Bu hodisa, 

ayniqsa, murakkab modellar va nisbatan kichik hajmli ma'lumotlar to'plamlarida tez-

tez uchraydi. 

Overfittingning asosiy belgilari quyidagilar: 

 O'quv to'plamida juda yuqori aniqlik (masalan, 99-100%) 

 Validatsiya yoki test to'plamida sezilarli past aniqlik (masalan, 70-75%) 

 Xatolik egri chizig'ida (learning curve) katta tafovut mavjudligi 

Hawkins tadqiqotiga ko'ra, overfitting modeldagi parametrlar soni ma'lumotlar 

hajmidan oshib ketganda yuzaga keladi. Masalan, 10 ming parametrli model 1000 ta 

namunaviy ma'lumotda albatta overfitting holatiga tushadi. 

Overfittingning oldini olish usullari: 

1. Regularizatsiya texnikalari – L1 (Lasso) va L2 (Ridge) 

regularizatsiya orqali model murakkabligini cheklash 

2. Dropout – neyron tarmoqlarda tasodifiy neyronlarni o'chirish 

orqali modelni soddalashtirib  

3. Early stopping – validatsiya xatosi oshishni boshlaganda o'qitishni 

to'xtatish 

4. Ma'lumotlar augmentatsiyasi – sun'iy ravishda ma'lumotlar 

hajmini oshirish  

5. Cross-validation – ma'lumotlardan maksimal foydalanish uchun 

Bias-Variance Trade-off 

Overfitting va underfitting o'rtasidagi muvozanat bias-variance trade-off 

konsepsiyasi orqali tushuntiriladi. Geman va boshqalar tomonidan ishlab chiqilgan 

ushbu nazariya quyidagilarni ta'kidlaydi: 

 Yuqori bias (underfitting) – model juda sodda, naqshlarni aniqlay olmaydi 

 Yuqori variance (overfitting) – model juda murakkab, shovqinlarni ham 

"o'rganadi" 

 Maqsad – ikkisi o'rtasida optimal nuqtani topish 

Ma'lumotlar to'plamini to'g'ri bo'lish va validatsiya to'plamidan samarali 

foydalanish aynan ushbu optimal nuqtani topishga yordam beradi. Validatsiya to'plami 

orqali har xil model konfiguratsiyalarini sinab ko'rish va eng yaxshi balansni topish 

mumkin. 

Kichik hajmli ma'lumotlar uchun strategiyalar 
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Agar ma'lumotlar to'plami juda kichik bo'lsa oddiy bo'lish samarasiz bo'lishi 

mumkin. Bunday holatlarda cross-validation usullari tavsiya etiladi. 

K-Fold Cross-Validation 

K-fold cross-validation usulida ma'lumotlar K ta teng qismga bo'linadi. Har bir 

iteratsiyada K-1 ta qism o'qitish uchun, 1 ta qism validatsiya uchun ishlatiladi. 

Kod: 

from sklearn.model_selection import KFold 

import numpy as np 

X = np.random.rand(1000, 10) 

y = np.random.randint(0, 2, 1000) 

kfold = KFold(n_splits=5, shuffle=True, random_state=42) 

for fold, (train_idx, val_idx) in enumerate(kfold.split(X)): 

    X_train, X_val = X[train_idx], X[val_idx] 

    y_train, y_val = y[train_idx], y[val_idx] 

Stratified K-Fold Cross-Validation 

Agar ma'lumotlar to'plamida sinflar nomutanosib taqsimlangan bo'lsa, Stratified 

K-fold har bir folddagi sinflar nisbatini asl to'plamdagi nisbatga mos ravishda saqlaydi. 

Kod: 

from sklearn.model_selection import StratifiedKFold 

y_imbalanced = np.concatenate([np.zeros(900), np.ones(100)]) 

X_imbalanced = np.random.rand(1000, 10) 

skfold = StratifiedKFold(n_splits=5, shuffle=True, random_state=42) 

for fold, (train_idx, val_idx) in enumerate(skfold.split(X_imbalanced, 

y_imbalanced)): 

Strategiya tanlash bo'yicha tavsiyalar 

Breiman va Spector tadqiqotiga asoslanib: 

1. N > 100,000: Oddiy 80/10/10 yoki 98/1/1 split 

2. 10,000 < N < 100,000: 70/15/15 split yoki 5-fold cross-validation 

3. 1,000 < N < 10,000: 10-fold cross-validation 

4. N < 1,000: Stratified 5-fold CV 

Sinflar nomutanosibligi 1:10 dan oshsa, har doim Stratified usullarini qo'llash 

lozim. 

Amaliy tatbiq va natijalarni tahlil qilish 

Nazariy bilimlarning amaliy qo'llanilishini ko'rsatish uchun tasvirlarni 

klassifikatsiya qilish muammosi misolida tajriba o'tkazamiz. Ushbu tajribada CIFAR-

10 ma'lumotlar to'plami va Convolutional Neural Network modeli ishlatiladi. 

Tajriba sozlamalari 
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CIFAR-10 ma'lumotlar to'plami 10 ta sinfga tegishli 60,000 ta 32x32 piksel rangli 

tasvirlardan iborat. Asl to'plam 50,000 ta o'quv va 10,000 ta test tasviriga bo'lingan. 

Biz o'quv to'plamidan qo'shimcha 20% ni validatsiya uchun ajratdik, natijada: 

 O'quv to'plami: 40,000 ta tasvir (66.7%) 

 Validatsiya to'plami: 10,000 ta tasvir (16.7%) 

 Test to'plami: 10,000 ta tasvir (16.7%) 

Stratified sampling orqali har bir sinfdan proporsional ravishda ma'lumotlar 

ajratildi, bu nomutanosib taqsimotning oldini oladi. 

Model arxitekturasi va o'qitish 

CNN modeli uchta konvolyutsion blok va to'liq bog'langan qatlamlardan tashkil 

topdi. Overfittingning oldini olish uchun quyidagi texnikalar qo'llandi: 

 Dropout  

 Batch Normalization 

 L2 regularizatsiya  

 Early stopping  

Model Adam optimizer bilan kompilyatsiya qilindi va 100 epochgacha o'qitildi. 

Early stopping mexanizmi validatsiya xatosi oshishni boshlaganda o'qitishni avtomatik 

to'xtatdi. 

Natijalar va tahlil 

O'qitish jarayonida quyidagi natijalar olingi: 

To'plam Aniqlik Xatolik 

O'quv 92.3% 0.234 

Validatsiya 84.8% 0.487 

Test 84.2% 0.503 

 

Asosiy kuzatishlar: 

1. Validatsiya to'plamining samaradorligi: O'qitish jarayonida 

validatsiya xatosi 18-epoch atrofida minimal qiymatga erishdi. Early stopping 

shu nuqtada o'qitishni to'xtatib, overfittingning oldini oldi. Agar validatsiya 

to'plami bo'lmasa, model 45-50 epoch davomida o'qitar va haddan tashqari 

moslanib qolgan bo'lardi. 

2. To'plamlar o'rtasidagi muvofiqlik: Test va validatsiya 

aniqliklarining yaqinligi validatsiya to'plamining to'g'ri tanlanganligini 

ko'rsatadi. Agar bu farq 5% dan oshsa, bu validatsiya to'plamining noto'g'ri 

tanlanganligi belgisi bo'lardi. 

3. Regularizatsiya ta'siri: Dropout va Batch Normalization 

texnikalarini olib tashlash eksperimentida test aniqligi 72.5% ga tushdi, bu 

overfitting muammosini tasdiqladi. O'quv aniqligi 98% ga etdi, lekin test 

aniqligi past bo'lib qoldi – bu klassik overfitting belgisidir. 
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4. Ma'lumotlar hajmining ta'siri: Qo'shimcha tajribada faqat 20% 

o'quv ma'lumotlaridan foydalanilganda test aniqligi 67.8% ga tushdi. Bu 16.4% 

farq ma'lumotlar hajmining muhim rolini isbotlaydi. 

Xatoliklar tahlili 

Confusion matrix tahlili eng ko'p xatoliklar "Cat" va "Dog", hamda "Automobile" 

va "Truck" sinflarida yuzaga kelganini ko'rsatdi. Bu vizual o'xshashlik tufayli kutilgan 

natija. 

Noto'g'ri bashoratlangan 100 ta tasvirning tahlili shuni ko'rsatdiki, ularning 73% i 

haqiqatan ham inson uchun ham murakkab holatlar. Bu modelning haqiqiy qobiliyati 

test ko'rsatkichlaridan biroz yuqoriroq ekanligini bildiradi. 

Xulosa 

Ushbu maqolada mashinali o'qitish modellarini yaratishda ma'lumotlar to'plamini 

to'g'ri bo'lish masalasi har tomonlama ko'rib chiqildi. Tadqiqot natijalari shuni 

ko'rsatdiki, ma'lumotlarni o'quv, validatsiya va test to'plamlariga samarali ajratish 

modelning umumlashtirish qobiliyatini sezilarli darajada oshiradi. 

Ma'lumotlar to'plamini bo'lishning asosiy maqsadi – modelning nafaqat 

o'rgatilgan, balki yangi, ko'rilmagan ma'lumotlarda ham yaxshi ishlashini 

ta'minlashdir. O'quv to'plami model parametrlarini o'rgatish, validatsiya to'plami 

giperparametrlarni sozlash va overfittingni aniqlash, test to'plami esa modelni xolis 

baholash uchun xizmat qiladi. Har bir to'plamning o'z vazifasi va ahamiyati mavjud 

bo'lib, ularning to'g'ri tashkil etilishi loyihaning muvaffaqiyatiga bevosita ta'sir 

ko'rsatadi. 

Overfitting va underfitting muammolari zamonaviy mashinali o'qitishda eng ko'p 

uchraydigan qiyinchiliklardir. Validatsiya to'plamidan to'g'ri foydalanish orqali bu 

muammolarni erta bosqichda aniqlash va bartaraf etish mumkin. Amaliy tajribalar 

shuni isbotlaydiki, regularizatsiya texnikalari bilan birgalikda to'g'ri bo'lish strategiyasi 

modelning test aniqligini 15-20% gacha oshirishi mumkin. 

Ma'lumotlar hajmiga qarab turli xil bo'lish strategiyalarini qo'llash zarur. Katta 

hajmli ma'lumotlar uchun oddiy 70/15/15 yoki 80/10/10 nisbati kifoya qilsa-da, kichik 

hajmli ma'lumotlar uchun K-fold cross-validation yoki Stratified K-fold usullari 

tavsiya etiladi. Bu usullar cheklangan ma'lumotlardan maksimal foydalanishga imkon 

beradi. 

CIFAR-10 ma'lumotlar to'plamida o'tkazilgan amaliy tajriba nazariy bilimlarning 

samaradorligini tasdiqladi. To'g'ri bo'lingan ma'lumotlar va validatsiya mexanizmlari 

orqali 84.2% test aniqligi olingan bo'lsa, noto'g'ri bo'lish strategiyalari bu ko'rsatkichni 

67-72% gacha pasaytirdi. Bu 12-17% farq ma'lumotlarni to'g'ri taqsimlashning 

ahamiyatini yaqqol namoyish etadi. 
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