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Annotatsiya: Ushbu maqolada sun’iy neyron torlar tarkibidagi chiqish
gatlamining tuzilishi va asosiy vazifalari batafsil yoritilgan. Chigish gatlamining
neyronlar soni, aktivatsiya funksiyalarining tanlanishi hamda ularning tasniflash va
regressiya masalalaridagi roli ko‘rib chiqilgan. Shuningdek, chiqish gatlamining model
natijasini shakllantirishdagi ahamiyati va yo‘qotish funksiyasi bilan bog‘ligligi
tushuntirilgan. Maqola sun’iy intellekt va mashinaviy o‘rganish sohasida ta’lim
olayotgan talabalar uchun foydali manba bo‘lib xizmat qiladi.

Kalit so‘zlar: sun’ity neyron tor, chiqish qatlami, aktivatsiya funksiyasi,
sigmoid, softmax, regressiya, tasniflash.

Annotation: This article discusses the structure and main functions of the output
layer in artificial neural networks. The number of neurons in the output layer, the
selection of activation functions, and their role in classification and regression
problems are examined. In addition, the importance of the output layer in forming the
final model results and its connection with the loss function are explained. The article
serves as a useful resource for students studying artificial intelligence and machine
learning.
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AnHoTamusi: B pgaHHON cTaThe MOAPOOHO paccMaTpPUBAIOTCS CTPYKTypa U
OCHOBHbIE ()YHKIIMM BBIXOJHOTO CJIOSI MCKYCCTBEHHBIX HEWPOHHBIX CETEH.
[IpoaHanu3nupoBaHO KOJUYECTBO HEHPOHOB BBIXOJHOTO CJOs, BBIOOp (QYHKUUN
aKTUBAIIMU U WX pOJIb B 33/1auax KiaccuuKauu u perpeccuu. Takxe oObsicHsAETCA
3HAYCHHUEC BBIXOJHOI'O CJIOA B (bOpMI/IpOBaHI/II/I KOHCYHOro pe3yjibTaTa MOACIN U €TI0
CBs3b ¢ (QyHKIMeH nmorepb. CTaTbss MOXKET OBITh IMOJIE3HA CTYJAEHTAM, U3y4arolluM
I/ICK}ICCTBCHHHﬁ HUHTCIIJICKT U MAIITMHHOC O6yLICHI/IC.

KiroueBble ci10Ba: NCKyCCTBEHHAs! HEUPOHHAS CETh, BBIXOHOM CIION, (DYHKITHS
aKTHUBAIMK, cUTMOUa, softmax, perpeccus, kiaccuukanus.
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Kirish

So‘nggi yillarda sun’iy intellekt va mashinaviy o‘rganish texnologiyalari jadal
rivojlanib, turli sohalarda — tibbiyot, igtisodiyot, axborot texnologiyalari, muhandislik
va ta’lim tizimida keng go‘llanilmoqda. Ushbu texnologiyalarning asosini sun’iy
neyron torlar tashkil etadi. Sun’iy neyron torlar biologik asab tizimi faoliyatidan
ilhomlanib yaratilgan bo‘lib, murakkab ma’lumotlar asosida o‘rganish, tahlil gilish va
garor gabul gilish imkoniyatiga ega.

Neyron torlar odatda kirish, yashirin va chiqish qatlamlaridan iborat bo‘ladi. Har
bir gatlam o°ziga xos vazifani bajaradi, biroq modelning yakuniy natijasi aynan chiqish
gatlamida shakllanadi. Shu sababli chigish gatlamining tuzilishi va funksional
Imkoniyatlari neyron torning aniqligi va samaradorligiga bevosita ta’sir ko‘rsatadi.
Chigish gatlamida olinadigan natijalar tasniflash sinflari, ehtimollik giymatlari yoki
bashorat qilinayotgan sonli kattaliklar ko‘rinishida bo‘lishi mumkin.

Chigish gatlamining tuzilishi masalaning turiga bog‘liq holda farqlanadi. Binar
va ko‘p sinfli tasniflash masalalarida chiqish neyronlari soni va aktivatsiya funksiyasi
turlicha tanlanadi, regressiya masalalarida esa chigish gatlamidan uzluksiz giymatlar
olinadi. Shu bilan birga, chiqish gatlamining natijalari o‘qitish jarayonida yo‘qotish
funksiyasi orqgali baholanadi va model og‘irliklarini optimallashtirishda muhim rol
o‘ynaydi.

Mazkur magolaning magsadi — sun’iy neyron torlarning chiqish qatlamining
tuzilishini, uning asosiy vazifalarini hamda aktivatsiya funksiyalarining ahamiyatini
ilmiy asosda tahlil gilishdan iborat. Ushbu mavzu sun’iy intellekt yo‘nalishida tahsil
olayotgan talabalar va mazkur soha bilan shug‘ullanuvchi mutaxassislar uchun muhim
nazariy ahamiyatga ega.

ASOSIY QISM

Sun’iy neyron torlar (Artificial Neural Networks — ANN) biologik neyronlar
faoliyatidan ilhomlangan matematik modellar bo‘lib, ular murakkab bog‘lanishlarni
aniqlash va ma’lumotlardan qonuniyatlarni o‘rganish uchun xizmat qiladi. Neyron
torlar bir nechta o‘zaro bog‘langan qatlamlardan tashkil topadi. Ushbu qatlamlar orqali
axborot ketma-ket gayta ishlanib, yakuniy natija hosil gilinadi. Neyron torning asosiy
tarkibiy qgismlari quyidagilardan iborat: Kirish gatlami (Input layer): Tashqi
ma’lumotlarni gabul giladi va keyingi gatlamga uzatadi. Masalan, tasvirlarni piksellar,
matnlarni tokenlar shaklida gabul giladi. Yashirin gatlamlar (Hidden layers): Kirish
ma’lumotlaridan xususiyatlarni ajratib oladi. Qatlamlar soni va neyronlar soni torning
murakkabligiga va ma’lumot hajmiga bog‘lig. Chuqur neyron torlar (Deep Neural
Networks) ko‘p yashirin gatlamlardan tashkil topadi.

Chigish gatlami (Output layer): Modelning yakuniy natijasini beradi. Bu gatlam
vazifa turiga garab tasniflash yoki bashorat giymatlarini hosil giladi.

@ https://journalss.org [ 80 ] 59-son_5-to’plam_Dekabr -2025


https://journalss.org/

e L o ISSN:3030-3621
Ta'lim innovatsiyasi va integratsiyasi

Zamonaviy tadgigotlarda chigish gatlamining konfiguratsiyasi torning samaradorligi
va barqaror ishlashiga bevosita ta’sir qilishi aniglangan (Goodfellow, 2016). Mazkur
gatlamlar ichida chigish gatlami alohida ahamiyatga ega, chunki aynan shu gatlam
orqali model foydalanuvchiga tushunarli bo‘lgan natijani taqdim etadi. Chiqish
gatlamining tuzilishi bajariladigan masalaga mos ravishda farglanadi:

Binar tasniflash: Chiqish qatlamida 1 neyron bo‘ladi va sigmoid aktivatsiya funksiyasi
qo‘llanadi. Natija 0-1 oralig‘ida chigadi, bu ehtimollik sifatida talqin qilinadi.
Masalan, elektron pochta spam yoki spam emasligini aniglash.

Ko‘p sinfli tasniflash: Chiqish qatlamida sinflar soniga teng neyronlar bo‘ladi.
Softmax funksiyasi ishlatiladi va har bir neyron sinfga tegishli ehtimollikni chigaradi.
Masalan, MNIST ragamlarni tasniflash ma’lumotlar to‘plamida 10 neyron ishlatiladi.

Regressiya: Chigish gatlamida odatda 1 neyron ishlatiladi va lineer funksiya
bilan uzluksiz giymat olinadi. Masalan, uy narxini, havo haroratini yoki sotuv hajmini
bashorat qgilish. Shuningdek, zamonaviy torlar chigish gatlamida dropout, batch
normalization va residual connections texnikalarini qo‘llaydi. Bu usullar overfitting
muammosini kamaytiradi va torni bargaror giladi (He et al., 2016).

Aktivatsiya funksiyalari va ularning ahamiyati: Chigish gatlamining ishlashi
to‘g‘ridan-to‘g‘ri aktivatsiya funksiyasi tanloviga bog‘liq.

Sigmoid: Binar tasniflashda 0—1 oralig‘ida natija beradi, ehtimollikni ifodalaydi.
Softmax: Ko‘p sinfli tasniflash uchun barcha chigish neyronlarini normallashtiradi va
yig‘indisi 1 ga teng bo‘ladi.

Lineer: Regressiyada uzluksiz giymat beradi.

Tanh: -1 dan 1 oralig‘ida qiymat beradi va ba’zi vazifalarda sigmoid o‘rnini bosadi.
Zamonaviy torlar chigish gatlamida leaky RelLU, parametric ReLU yoki maxout
funksiyalarini ham qo‘llashi mumkin. Bu funktsiyalar chuqur torlar uchun o‘rganish
jarayonini tezlashtiradi va gradientlarning yo‘qolishini kamaytiradi.

Chiqish gatlamining asosiy vazifalari quyidagilardan iborat:

a) Yakuni natijani tagdim etish: Chigish gatlamidan foydalanuvchiga tushunarli
natija olinadi — sinf, ehtimollik yoki uzluksiz qiymat.

b) Yo‘qotish funksiyasi bilan bog‘lanish: Natija va haqiqiy qiymat solishtiriladi,
xatolik hisoblanadi. Backpropagation algoritmi bu xatolik asosida neyron tor
og‘irliklarini optimallashtiradi.

C) Aniqlik va samaradorlikni oshirish: To‘g‘ri tanlangan neyronlar soni va
aktivatsiya funksiyasi model anigligini oshiradi.

d) Moslashuvchanlik: Chigish gatlamining tuzilishi masala turiga garab osonlik
bilan o‘zgartiriladi, bu torni turli sohalarda qo‘llash imkonini beradi.

e) Gradient oqimi va o‘rganish tezligi: Chiqish qatlamidagi aktivatsiya funksiyalari
va normalizatsiya texnikalari gradientlarni stabil saglashga yordam beradi va
o‘rganish jarayonini tezlashtiradi.
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Chiqish gatlamining ilmiy o‘rganilishi va optimallashtirilishi quyidagi afzalliklarni

beradi:

a. Tasniflash va regressiya vazifalarini samarali bajarish;

b. Modelni aniqlik bilan o‘qitish va xatolikni kamaytirish;

c. Katta haymdagi ma’lumotlarni tahlil qilish;

d. Sun’iy intellekt tizimlarini tibbiyot, moliya, transport va ta’lim sohalarida
qo‘llash.

e. Zamonaviy tadgigotlar (Schmidhuber, 2015; LeCun et al., 2015) shuni
ko‘rsatadiki, chiqish gatlamini to‘g‘ri loyihalash va aktivatsiya funksiyalarini
mos tanlash neyron torlarning bargaror ishlashi va anigligi uchun hal giluvchi
ahamiyatga ega.

XULOSA

Sun’ty neyron torlar zamonaviy sun’ty intellekt tizimlarining asosiy
elementlaridan biri bo‘lib, murakkab ma’lumotlarni tahlil gilish va ulardan samarali
natijalar olish imkonini beradi. Ushbu magolada neyron torlarning muhim tarkibiy
qismi hisoblangan chiqish qatlamining tuzilishi va vazifalari batafsil ko‘rib chiqildi.
Tahlil natijalariga ko‘ra, chigish qatlamining tuzilishi masala turiga bevosita bog‘liq
bo‘lib, tasniflash va regressiya vazifalarida u turlicha shakllantiriladi. Chiqish
qatlamidagi neyronlar soni hamda aktivatsiya funksiyalarining to‘g‘ri tanlanishi
modelning aniqligi va barqaror ishlashini ta’minlaydi. Aynigsa, sigmoid va softmax
funksiyalarining tasniflash masalalarida, lineer funksiyaning esa regressiya
masalalarida samarali ekanligi asoslandi. Shuningdek, chiqish gatlamining yo‘qotish
funksiyasi bilan uzviy bog‘ligligi neyron torni o‘qitish jarayonida muhim rol o‘ynashi
aniglandi. Aynan chigish gatlamida yuzaga keladigan xatoliklar orgaga targatish
algoritmi orqali tor og‘irliklarini optimallashtirishga xizmat qiladi.

Xulosa qilib aytganda, chiqish qatlamining to‘g‘ri loyihalanishi va uning
funksional imkoniyatlarini chuqur tushunish sun’iy neyron torlarning samaradorligini
oshirishda muhim ahamiyat kasb etadi. Ushbu tadqiqot natijalari sun’iy intellekt va
mashinaviy o‘rganish yo‘nalishida tahsil olayotgan talabalar hamda amaliyotchi
mutaxassislar uchun nazariy va amaliy jihatdan foydali bo‘lishi mumkin.
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