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Annotatsiya.

Ushbu tezisda sun’iy intellekt sohasida qo ‘llaniladigan assosiativ xotira
modellarining nazariy asoslari va amaliy jixatlari yoritildi. Assosiativ xotira inson
miyasidagi assotsiativ fikrlash jarayonlariga o ‘xshash ravishda ma lumotlarni
bog ‘lanishlar orqali saqlash va to‘lig bo ‘Imagan, shovqinli kirishlardan tiklash
imkonini beruvchi mexanizm sifatida ko #ib chiqiladi. Hopfield tarmogqlari, Boltzmann
mashinalari, Hamming tarmoglari va Bidirectional Associative Memory (BAM)
modellarining ishlash prinsiplari va Python kutubxonalari yordamida ularni
modellashtirish imkoniyatlari tahlil etildi.

Kalit so‘zlar: assosiativ xotira, Hopfield tarmog‘i, Boltzmann mashinasi,
Hamming tarmog i, BAM, Python, sun’iy neyron tarmoqlar, naqshlarni tiklash,
energiya minimizatsiyasi.

Abstract. This thesis highlights the theoretical foundations and practical aspects
of associative memory models used in the field of artificial intelligence. Associative
memory, similar to the processes of associative thinking in the human brain, is
considered a mechanism that allows storing information through connections and
recovering from incomplete, noisy inputs. The principles of operation of Hopfield
networks, Boltzmann machines, Hamming networks, and Bidirectional Associative
Memory (BAM) models, as well as the possibilities of their modeling using Python
libraries, were analyzed.

Keywords: associative memory, Hopfield network, Boltzmann machine,
Hamming network, BAM, Python, artificial neural networks, pattern restoration,
energy minimization.

Auuomauuﬂ. B oannom mesuce OC6€U{EHbl meopemudecKkue OCHOo6bl U
npakmu4ecKue acneknivl Mmooeneu accouuamueﬁoﬁ namviamu, NPUMEHAEMbLX 6 obnacmu
UCKYCCMBEHHO20 UHmMelleKkmada. ACCOL;MCZMM@HCZ}Z naviams pacemampueaemcs Kak
MeXanusm, KOmopwlll NO360jsen XPAHumv UHOOPMAYU0 NoCpeoCcmeom cesaszell U
eoccmaHaesIueams e€  0Om HENOJIHblLX, UWLYMHbBIX 6)60()06, Nno00OHO npoyeccam
accoyuamueroco MoblULIEHUA 6 Yelo6eHeCKOM Mo3e2e. HpOdHaJZLBupOGClel npurHyunsl
pabomwr cemeti Hopfield, mawun bonvymana, cemenn Hamming u mooeneii
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Bidirectional Associative Memory (BAM) u gozmoocnocmu ux mooerupoanust ¢
ucnonvzosarnuem oudiuomex Python,

Knrouesvie cnosa: accoyuamusnas namame, cemo Hopfield, mawuna
bonvymana, cemv Hamming, BAM, Python, uckyccmeennvie netiponnvie cemu,
80CCMAaHoO8IeHUe Y30PO8, MUHUMUZAYUS IHEP2ULL.

Kirish

Hozirgi kunda sun’iy intellekt texnologiyalari rivojlanishining muhim
yo‘nalishlaridan biri — bu inson miyasining xotira va fikrlash mexanizmlarini
modellashtirishdir. Assosiativ xotira — ma’lumotlarni an’anaviy indekslangan tarzda
emas, balki assotsiatsiyalar orqali saqlovchi tizim bo‘lib, unda kirish signallarining
to‘liq bo‘lmagan yoki shovqinli bo‘lishiga garamay, xotirada saglangan namunalarni
gayta tiklash mumkin. Ushbu yondashuv tafakkur jarayonlaridagi tabiiy
assotsiatsiyalarni imitatsiya qilgani sababli ko‘plab intellektual tizimlarning asosini
tashkil etadi. Neyron tarmoqlar asosidagi assosiativ xotira modellaridan Hopfield
tarmoglari, Boltzmann mashinalari, Hamming tarmoglari va Bidirectional Associative
Memory (BAM) eng ko‘p uchraydigan modellar bo‘lib, ular turlicha matematik
prinsiplar asosida ma’lumotlar o‘rtasidagi bog‘lanishlarni hosil qiladi. Python
dasturlash tili va uning NumPy, TensorFlow kabi kutubxonalari ushbu modellarni
yaratish va o‘rganishda qulay muhit yaratadi. Mazkur tezisda ushbu modellarining
mohiyati, ishlash algoritmlari va amaliy misollarini ko‘rib chiqish orqali assosiativ
xotiraning sun’iy intellektdagi roli yoritiladi.

Assosiativ xotira — bu ma’lumotlarni ular orasida mavjud bo‘lgan
assotsiatsiyalar yordamida saqlaydigan va qayta tiklaydigan tizim bo‘lib, u sun’iy
intellektning muhim yo‘nalishlaridan biridir. Bu modelda keraksiz tafsilotlardang
ko‘ra nagshlar (patterns) o‘rtasidagi aloqalar (weights) asosiy rol o‘ynaydi. Assosiativ
xotira modellarida axborot vektorlar shaklida kodlanadi va neyronlar o‘rtasidagi vazn
matritsalari orgali gqayta ishlanadi.

Assosiativ xotiraning asosiy funksiyalari quyidagilardan iborat:

— To‘lig bo‘lmagan ma’lumotni tiklash;

— Shovaqinli kirishlardan toza nagshni ajratib olish;

— Eng mos keluvchi xotira elementini topish (closest match);

— Neyronlar o‘rtasidagi bog‘lanishlar orqali eslab qolish.

Assosiativ xotiraning turlari

Assosiativ xotiraning bir nechta ilmiy asoslangan modellaridan quyidagilar eng keng
targalgan.

Hopfield tarmoglari

Hopfield tarmoglari — assosiativ xotiraning klassik modeli bo‘lib, 1982-yilda
Jon Hopfield tomonidan taklif gilingan. Bu model to‘liq ulanadigan, qaytar aloqaga
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ega bo‘lgan neyronlardan iborat bo‘lib, undagi barcha neyronlar o‘zaro bog‘langan.
Tarmoq xotirasi maxsus vazn matritsasi orgali tashkil gilinadi va har bir saglangan
nagsh energiya funksiyasining minimumi sifatida ifodalanadi. Shovqinli yoki to‘liq
bo‘lmagan kirishlar energiya funksiyasining minimallashtirilishi orqali toza nagshga
olib keladi. Hopfield tarmog‘ining energiya funksiyasi quyidagicha ifodalanadi:

E:—%anzn:wijsisj

i=1 j=1
Ushbu funksiya minimallashganda xotiradagi haqiqiy nagsh tiklanadi. Hopfield
tarmog‘i izotrop va simmetrik vaznlar strukturasiga ega bo‘lgani bilan ajralib turadi.
Boltzmann mashinasi

Boltzmann mashinasi — ehtimollik asosida ishlaydigan assosiativ xotira modeli
bo‘lib, Hopfield tarmog‘i bilan o‘xshashlikka ega. Biroq bu modelda neyronlarning
holati tasodifiy (stoxastik) tarzda yangilanadi. Boltzmann mashinasining asosiy
afzalligi murakkab naqshlar o‘rtasidagi bog‘lanishlarni o‘rganish 1mkoniyati
hisoblanadi. Amaliyotda uning soddalashtirilgan turi — Restricted Boltzmann
Machine (RBM) ko‘proq qo‘llanadi.

Boltzmann mashinalarining qo‘llanilishiga quyidagilar Kiradi:

— tasvirlarni gayta tiklash;

— tavsiya tizimlari;

— masofaviy assotsiatsiyalarni o‘rganish;

— chuqur o‘rganish tizimlaridagi Deep Belief Network (DBN) modellarini yaratish.
Garchi algoritmik jihatdan murakkab bo‘lsa-da, Boltzmann mashinalari kuchli
assosiativ xotira imkoniyatiga ega.

Hamming tarmoglari

Hamming tarmoglari nagshlarni giyoslashda Hamming masofasidan
foydalanadigan assosiativ xotira modelidir. Hamming masofasi — ikki vektor
orasidagi farglanuvchi bitlar soni bilan aniglanadi. Ushbu model asosida kirish vektori
saglangan vektorlar bilan solishtiriladi va eng kichik masofaga ega bo‘lgan vektor
natija sifatida tanlanadi.

Hamming tarmoglarining xususiyatlari:

— hisoblash tezligi yuqori;

— mantiqiy vektorlar bilan ishlash uchun qulay;
— deterministik (aniq) ishlash mexanizmi mavjud.
Ikki yo ‘nalishli assosiativ xotira (BAM)

Bidirectional Associative Memory (BAM) modeli Simpson tomonidan ishlab
chigilgan bo‘lib, unda X va Y vektorlar o‘rtasida ikki yo‘nalishli assotsiatsiya mavjud.
Ya’ni, X vektori orqali Y tiklanadi va aksincha — Y orgali X tiklanadi. BAM
tarmog‘ining vazn matritsasi quyidagi formula orqali hisoblanadi:
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p
W=> XY/
k=1
BAM quyidagi sohalarda qo‘llanadi:
— simvol juftlarini eslab golish;
— kodlash—dekodlash jarayonlari;
— ma’lumotlar juftligi bo‘yicha assotsiatsiyalarni shakllantirish. Mazkur model ko‘p
yo‘nalishli inson xotirasiga yaqin mexanizmga ega.
Python yordamida assosiativ xotira modellarini yaratish

Python dasturlash tili assosiativ xotira modellarini yaratish va ularning ishlash
mexanizmini tadqiq gilishda juda qulay vosita sanaladi. U quyidagi kutubxonalar
orqgali katta imkoniyatlar yaratadi:

— NumPy — matritsalar va vektorlar bilan ishlash;

— Scikit-learn — mashinaviy o‘qitish modellarini yaratish;
— TensorFlow va PyTorch — neyron tarmoqlarni o‘qitish;
— Matplotlib — vizualizatsiya vositasi.

Hopfield tarmog‘i kabi modellarni bir nechta qator Python kodi orgali yaratish
mumkin. Pythonning moslashuvchanligi assosiativ xotira modellarini amaliyotda
qo‘llashni va ularning samaradorligini tajribada tekshirishni osonlashtiradi.

Xulosa

Assosiativ xotira sun’iy intellektda ma’lumotlarni inson xotirasiga o‘xshash
tarzda saqlash va tiklashga xizmat giluvchi muhim konsepsiyadir. Hopfield tarmoqlari,
Boltzmann mashinalari, Hamming tarmoqlari va BAM kabi modellar shovginli yoki
to‘liq bo‘lmagan kirishlardan to‘g‘ri ma’lumotni qayta tiklash imkonini beradi. Har bir
modelning o‘ziga xos matematik asoslari va qo‘llanilish sohasi mavjud bo‘lib, ular
nagshlarni tanish, optimallashtirish va signal gayta ishlashda samarali ishlatiladi.
Assosiativ xotira modellarining rivoji neuromorf hisoblash va chuqurlashgan o‘rganish
bilan integratsiya orgali yanada takomillashishi kutilmogda.
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