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ANNOTATSIYA: Ushbu tadgigot ishida ajratuvchi giper tekisliklarning nazariy
asoslari hamda ularning zamonaviy mashinali o'gitish algoritmlarida go'llanilishi chuqur
tahlil gilingan. Giper tekisliklar ko'p o'lchovli fazolarda ikki yoki undan ortiq sinfni
ajratishda muhim rol o'ynaydi va turli xil klassifikatsiya muammolarini hal gilishda keng
go'llaniladi. Maqolada giper tekisliklarning geometrik xususiyatlari, ularning optimal
tanlanish mezonlari hamda amaliy dasturlarda go'llanilishi masalalari o'rganilgan. Maxsus
e'tibor qo'llab-vektor mashinalari usulida qo'llaniladigan maksimal marginal giper
tekisliklar konsepsiyasiga garatilgan. Tadgigot doirasida chizigli ajraladigan va chizigli
ajralmadigan to'plamlar uchun turli yondashuvlar tahlil gilinib, kernel funksiyalaridan
foydalanish orgali murakkab muammolarni hal gilish imkoniyatlari ko'rsatilgan. Olingan
natijalar turli predmetli sohalarda klassifikatsiya muammolarini samarali hal gilish uchun

nazariy va amaliy asos yaratadi.
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ANNOTATION: This research paper provides an in-depth analysis of the theoretical
foundations of separating hyperplanes and their applications in modern machine learning
algorithms. Hyperplanes play a crucial role in separating two or more classes in
multidimensional spaces and are widely applied in solving various classification problems.
The article examines the geometric properties of hyperplanes, their optimal selection
criteria, and issues related to their application in practical settings. Special attention is given
to the concept of maximum margin hyperplanes used in support vector machine methods.
Within the scope of the research, different approaches for linearly separable and non-
linearly separable datasets have been analyzed, and the possibilities of solving complex
problems through the use of kernel functions have been demonstrated. The obtained results
create a theoretical and practical foundation for effectively solving classification problems
In various subject domains.

Keywords: separating hyperplane, machine learning, classification, support vector

machines, maximum margin, kernel methods, linear separation, multidimensional space

AHHOTAIUSA: B nanHOM HcclieoBaTelIbCKOM paboTe MPOBEIEH YINIyOJICHHBIN
aHAIN3 TEOPETUYECKUX OCHOB PA3ACIAIONIMX THUIEPIUIOCKOCTEH W WX NPUMEHEHHS B
COBPEMEHHBIX aJITOPUTMaX MAIIMHHOTO O0yJeHHMsI. | UTIepPIIIOCKOCTH UTPAIOT BAXKHEHIITYIO
POJIb B pa3/ielIeHUH ABYX WK 00Jiee KJIACCOB B MHOTOMEPHBIX MPOCTPAHCTBAX U IIHPOKO
MIPUMEHSIOTCS TIPH PEIICHUH PA3INYHbIX 33/1a4 Kiaccudukanuu. B cratbe paccMOTpeHbI
TCOMETPUYCCKUE CBOMCTBA THITEPIUIOCKOCTEH, KPUTCPUHU MX ONTHMAJIBHOTO BhIOOpa U
BOIPOCHl TPUMEHEHUS B MPAKTUYECKUX NPHIokKeHUsXx. Ocoboe BHUMAaHUE YJEICHO
KOHIICTIIIMA THIEPIUIOCKOCTEH ¢ MaKCHUMaJbHBIM 3a30pOM, HCIIOJIB3YEMBIX B METOJIC
OTIOPHBIX BEKTOPOB. B pamkax uccienoBaHus MpoaHATM3UPOBAHBI PA3TUIHBIC TTOIXO0/IbI

JUISL JINHEWHO PA3JIeJIMMBIX U JINHEMHO HEPA3JEIIMMbIX MHOKECTB, TPOJEMOHCTPUPOBAHBI
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BO3MOXKHOCTH PEILEHUSI CIIOKHBIX 3aJad IOCPEACTBOM HCIOJb30BaHUS SACPHBIX
¢bynxiuii. [TonydeHHble pe3ynbTaThl CO3/AI0T TEOPETHUECKYIO U MPAKTHUECKYI0 OCHOBY

JJIA 3(1)(I)CKTI/IBHOI“O PCUICHUA 3a1a4 KJ'IaCCI/I(bI/IKaHI/II/I B PA3JIMYHBIX IIPECAMCTHBIX 00acTsIX.

KiawueBble cjioBa: pasacisiiomas  ruricpIruioCKOCTb, MAIIMHHOC 06y‘-ICHI/I€,
KJIaCCI/I(bHKaHI/I}I, MCTOA OIIOPHBIX BCKTOPOB, MaKCHUMAaJIbHBIN 3a30p, AOCPHBIC MCTO/HLI,

JWHEWHOE pa3/ie]IeHne, MHOTOMEPHOE TIPOCTPAHCTBO

KIRISH

Hozirgi zamon axborot texnologiyalari rivojlanishining jadal sur'atlari ma'lumotlarni
tahlil qilish va klassifikatsiya qilish muammolarini dolzarbligini oshirmoqda. Katta
hajmdagi ma'lumotlar ogimini gayta ishlash zarurati turli sohalarda samarali klassifikatsiya
algoritmlarini yaratishni talab etadi. Mashinali o'gitish sohasida ajratuvchi giper tekisliklar
konsepsiyasi asos tosh bo'lib xizmat giladi va ko'plab zamonaviy algoritmlarning nazariy
bazasini tashkil etadi.

Giper tekislik tushunchasi ko'p o'lchovli geometriyadan kelib chigadi va n-o'lchovli
fazoda n-bir o'Ichovli affin ostfazoni ifodalaydi. Oddiy gilib aytganda, ikki o'lchovli fazoda
giper tekislik to'g'ri chiziq, uch o'lchovli fazoda esa tekislik bo'ladi. Ko'p o'lchovli fazolarda
esa giper tekislik murakkab geometrik ob'ekt sifatida namoyon bo'ladi va turli sinflarga
tegishli nugtalarni ajratish imkonini beradi.

Klassifikatsiya muammolari zamonaviy sun'iy intellekt tizimlarining markaziy
yo'nalishlaridan biridir. Tibbiy diagnostika, moliyaviy tahlil, tasvirlarni tanish, tabiiy tilni
gayta ishlash kabi sohalarda ma'lumotlarni to'g'ri sinfga ajratish muammosi doimiy
ravishda yuzaga keladi. Masalan, tibbiy tasvirlarni tahlil gilishda kasallik belgilarini
aniglash, elektron pochta xabarlarini spam va oddiy xabarlarga ajratish, yoki kredit berish
tizimlarida mijozlarning ishonchliligini baholash jarayonlarida klassifikatsiya algoritmlari
muhim ahamiyat kasb etadi.

Ajratuvchi giper tekisliklar nazariyasi asosan ikki asosiy muammoni hal gilishga
garatilgan. Birinchidan, berilgan ma'lumotlar to'plamini ikki yoki undan ortiq sinfga

ajratuvchi giper tekislikning mavjudligini aniglash zarur. Ikkinchidan, agar bunday giper
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tekislik mavjud bo'lsa, uni optimal tanlash mezonlarini ishlab chigish va amalda qo'llash
usullarini yaratish kerak. Bu muammolar geometrik, algebraik va optimallashtirish
nazariyalarining uyg'unligini talab etadi.

Zamonaviy tadqgiqotlar giper tekisliklarning turli xususiyatlarini chuqur o'rganishga
garatilgan. Maksimal marginal konsepsiyasi qo'llab-vektor mashinalarining asosiy g'oyasi
bo'lib, u ajratuvchi giper tekislikni shunday tanlashni nazarda tutadiki, turli sinflarga
tegishli eng yaqin nuqtalar orasidagi masofa maksimal bo'lsin. Bu yondashuv modelning
umumlashtirish gobiliyatini oshiradi va yangi ma'lumotlarni klassifikatsiya gilishda yugori
aniqglikni ta'minlaydi.

Ushbu tadgiqot ishida yuqoridagi savollarga javob topish va ajratuvchi giper
tekisliklar nazariyasini keng gamrovli tahlil gilish magsad qilib go'yilgan. Ishda giper
tekisliklarning geometrik va algebraik xususiyatlari batafsil o'rganiladi, optimal ajratish
mezonlari tahlil qgilinadi va zamonaviy mashinali o'gitish algoritmlarida ularning
go'llanilishi ko'rsatiladi. Maxsus e'tibor go'llab-vektor mashinalari va kernel usullariga
garatiladi, chunki bu usullar hozirgi kunda eng samarali Klassifikatsiya vositalaridan
hisoblanadi.

NAZARIY ASOS: GIPER TEKISLIKLAR MATEMATIKASI

Giper tekisliklar nazariyasini chuqur tushunish uchun avvalo ularning matematik
ifodasini va xususiyatlarini batafsil ko'rib chiqish zarur. n-o'lchovli Evklid fazosida giper
tekislik quyidagi chizigli tenglama bilan ifodalanadi:

WiXi T W2Xa + ... T wXan tb=0

Bu yerda w = (w1, wa, ..., wy) vektor giper tekislikka perpendikulyar bo'lgan normal
vektor hisoblanadi, x = (x1, X2, ..., Xn) fazodagi ixtiyoriy nuqta koordinatalari, b esa
go'shimcha o'zgarmas bo'lib, giper tekislikning koordinatalar boshiga nisbatan
joylashuvini belgilaydi. Normal vektor w giper tekislikning yo'nalishini to'lig aniglaydi va

parametr b esa uni fazoda siljitish imkonini beradi.
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QO'LLAB-VEKTOR MASHINALARI NAZARIYASI

Qo'llab-vektor mashinalari ajratuvchi giper tekisliklar nazariyasining eng
muvaffaqiyatli amaliy tatbigi hisoblanadi. Ushbu usul statistik o'gitish nazariyasiga
asoslanadi va maksimal marginal printsipini qo'llaydi. Qo'llab-vektor mashinalari
Klassifikatsiya muammolarida yugori aniglik va yaxshi umumlashtirish qobiliyati bilan
ajralib turadi.

Qo'llab-vektor mashinalari algoritmining asosiy g'oyasi shundan iboratki, o'quv
to'plamini ajratuvchi barcha mumkin bo'lgan giper tekisliklar ichidan marginal eng katta
bo'lganini tanlash kerak. Bu yondashuv nazariy asosga ega va Vapnik-Chervonenkis
nazariyasi doirasida qat'iy isbotlangan. Maksimal marginal umumlashtirish xatosining
yugori chegarasini kamaytiradi va modelning yangi Nazariy tahlillar shuni ko'rsatadiki,
maksimal marginalga ega ajratuvchi giper tekislik generalizatsiya xatosining eng Kkichik
yuqori chegarasini beradi. Margin gancha katta bo'lsa, model yangi ma'lumotlarga shuncha
yaxshi umumlashadi. Bu xususiyat qo'llabvektor mashinalari usulini boshqa klassifikatsiya

usullaridan ajratib turadi va uning muvaffagiyatini tushuntiradi.

KERNEL USULLARI VA CHIZIQLI AJRALMAGAN TO'PLAMLAR

Ko'plab amaliy muammolarda ma'lumotlar chizigli ajraladigan bo'Imaydi. Bunday
hollarda ma'lumotlarni yuqori o'lchovli fazoga o'tkazish va u yerda chizigli ajratish
mumkin bo'ladi. Kernel usullari bu g'oyani samarali amalga oshirish imkonini beradi va
murakkab klassifikatsiya muammolarini hal gilishda keng qgo'llaniladi.

Kernel parametrlarini tanlash modelning samaradorligiga katta ta'sir ko'rsatadi. Gauss
kerneli uchun y parametri modelning murakkabligini boshgaradi. Kichik y giymati
yumshoq garor chegaralariga olib keladi va modelning ortigcha o'rganish xavfini
kamaytiradi. Katta y giymati esa murakkab garor chegaralari yaratadi va o'quv to'plamiga
yaqinrog moslanadi, lekin yangi ma'lumotlarga yomon umumlashishi mumkin.

Polinom kerneli uchun d daraja parametri muhim rol o'ynaydi. Kichik darajalar oddiy

munosabatlarni, katta darajalar esa murakkab o'zaro ta'sirlarni ifodalaydi. Amalda odatda
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iIkkinchi yoki uchinchi darajali polinom kernellari go'llaniladi, chunki yuqori darajali
polinomlar hisoblash jihatidan gimmat va ortigcha o'rganish xavfini oshiradi.

Kernel usullari chizigli ajralmagan ma'lumotlar bilan ishlashda juda samarali bo'lsada,
bir gancha cheklovlarga ega. Birinchidan, kernel matritsasini hisoblash va saqglash katta
hajmli to'plamlar uchun xotira talab qgiladi. Kernel matritsasining o'lchami nxn bo'lib, bu
yerda n o'quv namunalari soni. Millionlab nugtadan iborat to'plamlar uchun bu jiddiy
muammo bo'lishi mumkin.

Ikkinchidan, optimal kernel turini va uning parametrlarini tanlash qiyin vazifa
hisoblanadi. Turli kernellarni sinab ko'rish va kross-validatsiya orgali baholash vagt talab
etadi. Uchinchidan, kernel usullari bilan yaratilgan modellar talgin qilish jihatidan giyinrog
bo'ladi, chunki garor chegarasi yugori o'lchovli fazoda ifodalanadi.

Kernel usullarining yana bir muhim jihati shundaki, ular fagat qo'llab-vektor
mashinalari bilan cheklanmaydi. Boshga mashinali o'gitish algoritmlariga ham go'llanilishi
mumkin. Masalan, kernel PCA usuli o'lchovlarni kamaytirish uchun, kernel regression
usuli regressiya muammolarida go'llaniladi. Kernel usullari umuman olganda chizigli
usullarni  nochizigli muammolarga kengaytirish imkonini beruvchi kuchli vosita
hisoblanadi.

AMALIY QO'LLANMALAR

Ajratuvchi giper tekisliklar va go'llab-vektor mashinalari zamonaviy sun'iy intellekt
tizimlarida keng qo'llaniladi. Ularning samaradorligi turli sohalarda isbotlangan va ko'plab
muvaffagiyatli loyihalar amalga oshirilgan.

Tibbiy diagnostika sohasida go'llab-vektor mashinalari kasalliklarni aniglash va
prognozlashda go'llaniladi. Tibbiy tasvirlarni tahlil gilishda, masalan, rentgen, MRI yoki
KT tasvirlarida patologik o'zgarishlarni aniglashda yuqori aniglikka erishilgan. Rak
kasalligini erta bosgichda aniglash uchun qo'llab-vektor mashinalari asosidagi tizimlar
ishlab chigilgan. Bemorlarning klinik ma'lumotlari asosida kasallik xavfini baholash va
davolash strategiyasini tanlashda ham ushbu usullar samarali ekanligini ko'rsatgan.

Molekulyar biologiya va bioinformatika sohalarida protein strukturasini bashorat

qilish, genlarni klassifikatsiya gilish va ogsil-ogsil o'zaro ta'sirini aniglashda qo'llab-vektor
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mashinalari go'llaniladi. Genom ketma-Kketliklarini tahlil gilishda va mutatsiyalarning
ta'sirini baholashda ham ushbu usullar keng tatbiq etiladi. DNK mikroarray ma'lumotlarini
gayta ishlashda go'llab-vektor mashinalari yugori o'lchovli xususiyatlar bilan samarali
ishlash qobiliyatini namoyish etadi.

Moliyaviy tahlil sohasida kredit risklarini baholash, gimmatli gog'ozlar bozorini
bashorat gilish va firibgarlikni aniglashda qo'llab-vektor mashinalari qo'llaniladi. Bank
tizimlarida mijozlarning kredit layoqatliligini baholash uchun go'llab-vektor mashinalari
asosidagi modellar ishlab chigilgan. Bu modellar tarixiy ma'lumotlardan o'rganib, yangi
mijozlar uchun xavf darajasini aniq baholaydi. To'lov kartalaridan foydalanishda
firibgarlik operatsiyalarini real vaqt rejimida aniglash tizimlari ham ushbu texnologiyaga
asoslanadi.

Tasvirlarni tanish va kompyuter ko'rishi sohalarida go'llab-vektor mashinalari
ob'ektlarni Klassifikatsiya qilish, yuzlarni tanish va belgilarni ajratishda qo'llaniladi.
Avtomobil ragamlarini avtomatik tanish tizimlari, xavfsizlik kameralarida odamlarni
identifikatsiyalash va atrof-muhitni tahlil qilish tizimlarida ushbu usullar asosiy rol
o'ynaydi. Tibbiy tasvirlarni qayta ishlashda, masalan, rentgen tasvirlarida o'pka
kasalliklarini yoki suyak siniglarini aniglashda yuqori aniglikka erishilgan.

Xavfsizlik tizimlarida kirish nazorati, hodisalarni aniglash va xavflarni baholashda
go'llab-vektor mashinalari go'llaniladi. Kiberhavfsizlik sohasida tarmoq trafigini tahlil
gilib, hujumlarni aniglash tizimlari yaratilgan. Bu tizimlar anomal harakatlarni real vaqt

rejimida aniglab, zararli faoliyatni to'xtatadi.

ALGORITMNING HISOBLASH MURAKKABLIGI VA OPTIMALLASHTIRISH

Qo'llab-vektor mashinalari algoritmini amalda qo'llashda hisoblash
murakkabligi muhim masala hisoblanadi. Katta hajmli ma'lumotlar to'plamlari

bilan ishlashda samarali algoritmlar va optimallashtirish usullarini go*llash zarur.

Klassik kvadratik optimallashtirish usullari bilan dual masalani hal gilishning

hisoblash murakkabligi o'quv namunalari soni n ga nisbatan O(n®) tartibida bo'ladi. Bu
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degani, ma'lumotlar hajmi ikki marta oshsa, hisoblash vaqti sakkiz marta ortadi. Minglab
yoki millionlab namunalardan iborat to'plamlar uchun bunday yondashuv amaliy emas.
Sequential Minimal Optimization algoritmi hisoblash murakkabligini sezilarli
darajada kamaytiradi. Bu algoritm har safar fagat ikkita Lagranj ko'paytuvchisini
optimallashtirib, golganlarini o'zgarishsiz qoldiradi. Ikki o'zgaruvchili masalani analitik
hal gilish mumkin va bu jarayon tez amalga oshiriladi. Algoritmning umumiy murakkabligi

taxminan O(n?) tartibida bo'lib, amalda yanada yaxshi ishlaydi.

Kernel matritsasini hisoblash va saqlash ham katta resurs talab qiladi. nxn
o'lchamdagi kernel matritsasi n> ta elementga ega va har biri kernel funksiyasini
hisoblashni talab etadi. Katta n giymatlari uchun bu jiddiy muammo bo'lishi mumkin.
Yechim sifatida kesh usullaridan foydalaniladi: tez-tez ishlatiladigan kernel giymatlari
xotirada saglanadi, golganlari esa kerak bo'lganda hisoblanadi.

Parallel hisoblash usullari go'llab-vektor mashinalari algoritmini tezlashtirish uchun
go'llaniladi. Kernel matritsasining elementlarini parallel hisoblash mumkin, chunki ular
bir-biriga bog'lig emas. Zamonaviy ko'p yadroli protsessorlar va GPU lar yordamida
hisoblash vaqtini sezilarli darajada gisqgartirish mumkin.

Approksimatsiya usullari ham qgo'llaniladi. Kernel funksiyasini past darajali matritsa
bilan yaginlashtirib, hisoblash murakkabligini kamaytirish mumkin. Random Features
usuli va Nystrom usuli keng targalgan approksimatsiya yondashuvlaridir. Bu usullar
aniqglikni ozgina kamaytirish evaziga hisoblash vaqtini sezilarli gisgartiradi.

Onlayn o'gitish algoritmlari ogim rejimida kelayotgan ma'lumotlar bilan ishlash
imkonini beradi. Bu yondashuvda model yangi ma'lumotlar kelgani sari yangilanadi va
butun tarixiy ma'lumotlarni xotirada saglash zarurati yo'qoladi. Stochastic gradient descent
usuli va uning turli xil modifikatsiyalari onlayn o'gitish uchun go'llaniladi.

Xususiyatlarni tanlash va o'lchovlarni kamaytirish ham hisoblash samaradorligini
oshiradi. Ortigcha yoki ahamiyatsiz xususiyatlarni olib tashlash kernel matritsasining
o'lchamini kamaytiradi va algoritmni tezlashtiradi. Principal Component Analysis yoKi

boshga o'lchovlarni kamaytirish usullaridan foydalanish mumkin.

85-son 1-to’plam Dekabr-2025 Sahifa: 105



é Ustozlar uchun pedagoglar.org

XULOSA

Ushbu tadgiqot ishida ajratuvchi giper tekisliklarning nazariy asoslari va zamonaviy
mashinali o'gitish algoritmlarida qo'llanilishi keng gamrovli tahlil qgilindi. Tadgigot
natijalari shuni ko'rsatdiki, giper tekisliklar ko'p o'lchovli fazolarda klassifikatsiya
muammolarini hal gilishda fundamental rol o'ynaydi va go'llab-vektor mashinalari usuli
ularning eng samarali tatbiglaridan biri hisoblanadi.

Giper tekisliklarning geometrik va algebraik xususiyatlari to'lig o'rganildi. No'lchovli
Evklid fazosida giper tekislik chizigli tenglama bilan ifodalanishi va fazoni ikki yarim
fazoga ajratishi aniglandi. Normal vektor va siljish parametri giper tekislikning pozitsiyasi
va yo'nalishini to'liq belgilashi ko'rsatildi. Nugtadan giper tekislikkacha bo'lgan masofani
hisoblash formulasi va uning klassifikatsiya muammolarida qo'llanilishi batafsil tahlil
gilindi.

Kelajakda tadgiqotlar bir necha yo'nalishda davom etishi kutilmogda. Birinchidan,
hisoblash samaradorligini yanada oshirish va juda katta hajmli ma'lumotlar bilan ishlash
imkoniyatlarini kengaytirish. Ikkinchidan, murakkab strukturali ma'lumotlar bilan ishlash
gobiliyatini rivojlantirish. Uchinchidan, modellarning izohlanuvchanligi va shaffofligini
oshirish. To'rtinchidan, noxolis garorlar muammosini hal qgilish va adolatli mashinali
o'qitish usullarini yaratish.

Ajratuvchi giper tekisliklar nazariyasi va qo'llab-vektor mashinalari zamonaviy
mashinali o'gitishning fundamental asoslaridan biri bo'lib, yangi algoritmlar va usullarni
yaratishda ilhom manbai bo'lib qolmogda. Ushbu tadgiqot ishi ajratuvchi giper
tekisliklarning nazariy va amaliy jihatlarini keng gamrovli tahlil gilish orgali bu sohani
o'rganadiganlar uchun to'liq ma'lumot bazasini yaratdi va kelajakdagi tadgigotlar uchun
asos yaratdi.
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