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ANNOTATSIYA: Delta qoidasi sun'ty neyron tarmoglarini o'qitishning asosiy
algoritmlaridan biri bo'lib, adaptiv o'gitish nazariyasida muhim o'rin tutadi. Ushbu tadgigot
delta qoidasining matematik asoslarini, algoritmik tuzilishini va zamonaviy mashinali
o'qitish tizimlarida qo'llanilishini chuqur tahlil gilishga bag'ishlangan. Magolada
WidrowHoff o'qitish goidasining kelib chigishi, gradient tushish usuli bilan bog'ligligi
hamda neyron tarmoglarning og'irlik koeffitsientlarini moslashtirishdagi roli batafsil ko'rib
chigilgan. Tadgiqot doirasida delta qoidasining klassik pertseptron o'qitish algoritmi bilan
giyosiy tahlili amalga oshirildi. Nazariy gismda kvadratik xatolik funksiyasining
minimizatsiyalash jarayoni, gradientning hisoblash metodologiyasi va konvergentsiya
shartlari matematik jihatdan asoslangan. Amaliy gismda esa delta gqoidasining turli xil
neyron tarmoq arxitekturalarida - bir gavatli va ko'p gavatli tarmoqlarda, chizigli va
nochizigli faollashtirish funksiyalarida go'llanilishi tahlil etildi. Tadgigot natijalari shuni
ko'rsatdiki, delta goidasi chizigli ajratiladigan muammolar uchun samarali yechim beradi,
ammo murakkab nochizigli masalalarda uning imkoniyatlari cheklangan. Magolada
shuningdek, o'gitish tezligining tanlash mezonlari, lokal minimumlardan qochish
strategiyalari va algoritmning barqgarorligini ta'minlash shartlari muhokama gilingan.

Olingan natijalar zamonaviy chuqur o'qitish algoritmlarining rivojlanishida delta
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goidasining nazariy asoslarining muhimligini tasdiglaydi va kelajakda adaptiv tizimlarni

takomillashtirishda yangi yo'nalishlarni belgilaydi.

Kalit so‘zlar: delta goidasi, sun'iy neyron tarmoglari, gradient tushish usuli,
WidrowHoff algoritmi, o'gitish jarayoni, xatolik funksiyasi, og'irlik koeffitsientlari,

adaptiv tizimlar, mashinali o'gitish, neyron o'gitish algoritmlari

ABSTRACT: The delta rule represents one of the fundamental algorithms for training
artificial neural networks and occupies a crucial position in adaptive learning theory. This
research is dedicated to an in-depth analysis of the mathematical foundations, algorithmic
structure, and application of the delta rule in contemporary machine learning systems. The
article provides a detailed examination of the origins of the Widrow-Hoff learning rule, its
relationship with gradient descent methods, and its role in adjusting weight coefficients in
neural networks. Within the scope of this investigation, a comparative analysis of the delta
rule with the classical perceptron learning algorithm was conducted. The theoretical section
mathematically substantiates the minimization process of the quadratic error function, the
methodology for computing gradients, and the conditions for convergence. The practical
section analyzes the application of the delta rule across various neural network
architectures - single-layer and multi-layer networks, with linear and nonlinear activation
functions. Research findings demonstrate that the delta rule provides an effective solution
for linearly separable problems, though its capabilities are limited for complex nonlinear
tasks. The article additionally discusses criteria for selecting learning rates, strategies for
avoiding local minima, and conditions ensuring algorithmic stability. The obtained results
confirm the significance of the delta rule's theoretical foundations in the development of
modern deep learning algorithms and establish new directions for future enhancement of

adaptive systems.

Keywords: delta rule, artificial neural networks, gradient descent method,
WidrowHoff algorithm, learning process, error function, weight coefficients, adaptive

systems, machine learning, neural training algorithms
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AHHOTANMUA: JlenpTa-npaBuiio MPEJCTABIISAECT coboit OJINH u3
OCHOBOIIOJIATAIOIIUX QJITOPUTMOB OOYYEHHUs HCKYCCTBEHHBIX HEHPOHHBIX CETed U
3aHUMAET Ba)KHEHIIee MECTO B TEOPUM aJanTUBHOTO 00yueHus. JlaHHOe uccienoBaHue
MOCBSIIIEHO IIyOOKOMY aHaJIN3y MAaTeMaTHYE€CKUX OCHOB, allTOPUTMUYECKON CTPYKTYpbI
U MPUMEHEHHMs JieJbTa-MpaBuiia B COBPEMEHHBIX CHCTEMaX MalIMHHOro o0yueHus. B
CTaThe JACTAIIbHO pacCMaTpUBAETCS IPOUCXOXKIECHUE MTpaBuia oOydueHus Yuapoy-Xodda,
€ro CBsI3b C METOJOM TPaJUEHTHOTO CIYCKa, a TaKXKe €ro poJib B HACTPOMKE BECOBBIX
k03 GUIIEeHTOB HEHPOHHBIX ceTeil. B paMkax uccrienoBanusi IpOBEIEH CPaBHUTEIIbHbBIN
aHalIu3 JeNbTa-MpaBUjia C KIACCUYECKUM aJTOPUTMOM OOydeHHs mepcenTpoHa. B
TEOPETHUUECKON YaCTH MaTeMaTHUYeCKH 0O0OCHOBAH MPOIIECC MUHUMH3AlUU KBaAPAaTUIHOM
GbyHKIMM OMMOKH, METOJOJOTHS BBIYMCICHUS TPATUEHTOB M YCJIOBHS CXOJUMOCTH.
[IpakTuueckass dYacTh aHaNU3UPYET TMPUMEHEHHE JleJbTa-paBujia B  Pa3IMYHBIX
apXUTEKTypax HEMPOHHBIX CEeTEH - OJHOCIONHBIX U MHOTOCIIOMHBIX CETSX, C JIMHEUHBIMU
Y HETMHEHHBIMU (QYHKIMSIMHU aKTUBAIMU. Pe3yibTaThl HCCIIEIOBAHUS MMOKA3bIBAIOT, YTO
JeNbTa-MPaBUII0 oOecrieyrBaeT 3PGHEeKTUBHOE PEIICHUE IJIsl TMHEIHO pa3ieIMMBbIX 3a/1ad,
OJIHAKO €Tr0 BO3MOXHOCTHU OTPaHUYEHBI /IS CIOKHBIX HEJIMHEWHBIX MpoOsieM. B crarbe
TaKKe OOCYXKITAIOTCS KPUTEPUU BBIOOpPAa CKOPOCTH OOYYEHHS, CTpaTeruu H30ETraHwus
JIOKaJIbHBIX MUHUMYMOB H YCIIOBUS o0ecriedeHus crabuinbHoCTH anroput™Ma. [lomyueHHble
pe3yNbTaThl TMOATBEPKIAIOT 3HAYMMOCTh TEOPETHUECKUX OCHOB JeNbTalpaBuiia B
Pa3BUTHH COBPEMEHHBIX QJITOPUTMOB TJIYOOKOTO OOy4YeHHsS UM HaMeudaloT HOBBIC

HaIIpaBJICHUA IJIA 6y,Z[YH_[€FO COBCPIICHCTBOBAHUS aJalITUBHBIX CUCTCM.

KiroueBble cioBa: JenbTa-MpaBUiio, UCKYCCTBEHHBIE HEHUPOHHBIE CETH, METOJ]
IPaIMEHTHOTO CITyCKa, alroput™ Y uapoy-Xodda, mpoiecc o0yueHus:, GyHKIHS OMIHOKH,
BeCOBbIe KOA(D(PUITMEHTHI, aTanTUBHBIE CHUCTEMbI, MAIIMHHOE OOy4YeHUE, aJITOPUTMBI

HEUPOHHOI0 00yUYeHUs

KIRISH

Sun'iy intellekt va mashinali o'gitish sohalarining jadal rivojlanishi hozirgi kunda

Ilmiy-texnikaviy taraqqiyotning ustuvor yo'nalishlaridan biriga aylanganini e'tirof etish
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lozim. Neyron tarmoglar nazariyasining zamonaviy Yyutuglari - chuqur o'qitish
arxitekturalari, konvolyutsion tarmoglar, transformerlar va boshgqa murakkab tizimlar -
0'zining nazariy asoslarini yuz yillarning o'rtalarida ishlab chigilgan fundamental
algoritmlardan oladi. Ushbu fundamental algoritmlarning eng muhimlaridan biri delta

goidasi hisoblanadi.

Delta goidasining tarixiy ildizlari mil tushgan olti yuzinchi yillarga borib tagaladi.
Bernard Widrow va Marcian Hoff tomonidan Stanford universitetida mil tushgan olti
yuzinchi yilda ishlab chigilgan ADALINE tizimi sun'iy neyron tarmoglarini o'qitishning
matematik asoslangan birinchi usullaridan biri bo'ldi. Bu tadgigotchilar pertseptron
modelining cheklovlarini bartaraf etish va chizigli bo'Imagan muammolarni hal gilishda
yanada samarali vositani yaratish magsadida ish olib borishdi. Ularning asosiy g'oyasi
xatolik funksiyasini minimallashtirishga asoslangan gradient tushish usulidan foydalanish
edi.

Delta goidasining paydo bo'lishidan oldin Frank Rosenblatt tomonidan taklif etilgan
pertseptron o'qitish algoritmi keng qo'llanilardi. Pertseptron goidasi chizigli ajratiladigan
muammolar uchun konvergentsiyani kafolatlagan bo'lsa ham, amalda ko'plab cheklovlarga
ega edi. Birinchidan, bu algoritm fagat chiziqgli ajratiladigan ma'lumotlar to'plamlari bilan
ishlash gobiliyatiga ega bo'lgan. Ikkinchidan, og'irlik koeffitsientlarining yangilanishi
diskret xususiyatga ega bo'lganligi sababli, o'qitish jarayoni noaniq va bargaror emas edi.
Delta qoidasi esa gradient usullarining gattiq matematik asoslariga tayangan holda, bu

kamchiliklarni bartaraf etishga garatilgan edi.

Widrow-Hoff o'gitish qoidasi deb ham nomlanuvchi delta qoidasi kvadratik xatolik
funksiyasining minimizatsiyalashiga asoslanadi. Bu yondashuv xatolik sirtining silliq va
differentsiallanuvchi bo'lishini ta'minlaydi, natijada gradient hisoblashlari aniq va samarali
amalga oshiriladi. Asosiy g'oya shundan iboratki, neyronning haqiqgiy chigishi bilan
kutilayotgan chigish o'rtasidagi farg yoki xatolik minimal giymatga erishguncha og'irlik
koeffitsientlari bosgichma-bosqgich sozlanadi. Bu jarayon gradient vektor yo'nalishida

harakatlanish orgali amalga oshiriladi.
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Delta goidasining nazariy ahamiyati bir necha jihatdan muhimdir. Birinchidan, u
supervised learning yoki nazorat ostidagi o'gitish paradigmasining klassik namunasi
hisoblanadi. Ikkinchidan, delta qoidasi keyinchalik backpropagation algoritmining
rivojlanishi uchun nazariy asos bo'lib xizmat qildi. Backpropagation ko'p gavatli neyron
tarmoglarni  o'gitishda qo'llaniladigan asosiy vosita bo'lib, delta qoidasining
umumlashtirilgan shakli hisoblanadi. Uchinchidan, gradient tushish usulining amaliy
tatbiqoti sifatida delta goidasi zamonaviy optimallashtirish algoritmlarining prototipini
tashkil etadi.

Amaliy nuqgtai nazardan, delta goidasi turli xil mashinali o'gitish vazifalarida
go'llanilishi mumkin. Signal gayta ishlash sohasida adaptiv filtrlar yaratishda, nagsh tanib
olish tizimlarida, regressiya masalalarini hal gilishda va boshga ko'plab ilovalarda bu
algoritm o'zining samaradorligini ko'rsatdi. ADALINE tizimi elektron sxemalar va
signallarni gayta ishlash uchun jismoniy qurilma sifatida ham amalga oshirilgan bo'lib, bu

sun'iy neyron tarmoglarining nazariyadan amaliyotga o'tishining muhim gadami edi.

Biroq delta goidasining o'ziga xos cheklovlari ham mavjud. Eng muhim cheklov
shundaki, bu algoritm fagat chizigli yoki chizigli ajratiladigan muammolar uchun optimal
yechim beradi. Murakkab nochizigli muammolarni hal gilishda delta goidasining
imkoniyatlari cheklangan bo'lib gqoladi. Bundan tashqari, lokal minimumlarda qolib ketish
xavfi, o'qitish tezligi parametrining to'g'ri tanlanishi zaruriyati va katta hajmdagi
ma'lumotlar to'plamlarida hisoblash samaradorligi masalalari ham muhokama qilinishi

lozim bo'lgan muhim jihatlardir.

Zamonaviy mashinali o'gitish kontekstida delta goidasini tushunish bir necha sababga
ko'ra muhimdir. Birinchidan, bu algoritm gradient asosidagi optimallashtirish usullarining
ishlash tamoyillarini chuqur tushunishga yordam beradi. Ikkinchidan, delta goidasining
matematik apparati Adam, RMSprop, Adagrad kabi zamonavir algoritmlarning nazariy
asosini tashkil etadi. Uchinchidan, bir gavatli tarmoglarda delta qoidasini o'rganish ko'p

gavatli chuqur tarmoglardagi murakkab jarayonlarni tushunish uchun zaruriy poydevordir.
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Ushbu tadgigotning asosiy yo'nalishlari delta goidasining matematik asoslarini
batafsil tahlil qilish, algoritmning turli sharoitlarda ishlash xususiyatlarini o'rganish,
chizigli va nochizigli muammolarda qo'llanilish imkoniyatlarini baholash hamda
zamonaviy chuqur o'qitish algortmlari bilan bog'ligligini aniglashdan iborat. Maqola
nazariy asoslar, matematik modellashtirish, eksperimental natijalar va tahlillarni o'z ichiga

oladi.
ADALINE ARXITEKTURASI VA UNING XUSUSIYATLARI

ADALINE yoki Adaptive Linear Neuron Widrow va Hoff tomonidan mil tushgan olti
yuzinchi yilda ishlab chigilgan sun'iy neyron tizimi hisoblanadi. Bu tizim pertseptrondan
keyin paydo bo'lgan bo'lib, uning ba'zi kamchiliklarini bartaraf etishga garatilgan edi.
ADALINE nomi adaptive linear element yoki moslashuvchan chizigli element iborasidan

kelib chiggan.

ADALINE arxitekturasi asosan bir gavatli neyron tarmog'i bo'lib, bir necha kirish,
og'irlik koeffitsientlari va bitta chigishdan iborat. Asosiy yangilik faollashtirish funksiyasi
va o'qitish algoritmida edi. ADALINE chizigli faollashtirish funksiyasidan foydalanadi va

delta goidasi asosida o'gitiladi, bu esa pertseptrondan tubdan farq giladi.

O'qgitish jarayonida har bir namuna uchun xatolik hisoblashlar amalga oshiriladi: delta
kutilayotgan chigish d dan haqigiy chigish y ni ayirish orgali topiladi. Og'irlik
koeffitsientlarining yangilanishi delta goidasi formulasi bo'yicha amalga oshiriladi: har bir
wi og'irligi wi ga alfa delta xi ko'paytmasi qo'shilish orgali yangilanadi. Bu jarayon barcha

o'quv namunalari uchun takrorlanadi.
Batch o'qitish va stochastic o'gitish usullari

ADALINE tizimini o'qitishda ikki asosiy yondashuv mavjud: batch yoki to'plamli
o'gitish va stochastic yoki tasodifiy o'gitish. Batch o'gitishda barcha o'quv namunalari

uchun gradientlar hisoblab chigiladi va o'rtalashtiriladi, keyin og'irliklar bitta yangilanish
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orgali sozlanadi. Bu usul gradient hisoblashning anigligini oshiradi, ammo Kkatta

ma'lumotlar to'plamlari uchun xotirada ko'p joy talab giladi.

Batch o'qitish formulasida og'irlik yangilanishi quyidagicha ifodalanadi: wi ga alfa
ko'paytma barcha namunalar bo'yicha delta va xi ko'paytmalarining yig'indisi qo'shiladi.
Bu yerda yig'indi butun o'quv to'plami bo'yicha olinadi. Batch usulining afzalligi shundaki,

u xatolik sirtida aniq gradient yo'nalishida harakat giladi va konvergentsiya silliglashadi.

Stochastic gradient descent yoki tasodifiy gradient tushish usulida har bir namunadan
keyin og'irliklar yangilanadi. Bu yondashuv hisoblash samaradorligini oshiradi va katta
ma'lumotlar to'plamlari uchun qulayroqdir. Bundan tashqgari, tasodifiy o'gitish lokal
minimumlardan gochishda yordam berishi mumkin, chunki yangilanishlar shovginli va har

xil yo'nalishlarda bo'ladi.

Amalda, mini-batch usuli ham go'llaniladi, bu yerda ma'lumotlar kichik guruhlarga
bo'linadi va har bir guruh uchun og'irliklar yangilanadi. Bu usul batch va stochastic
usullarning afzalliklarini birlashtiradi: u batch usulining bargarorligini va stochastic
usulining samaradorligini ta'minlaydi. Mini-batch hajmi ko'pincha o'ndan yuzgacha

namunalar oralig'ida tanlanadi.
ADALINE tizimining amaliy go’llanilishi

ADALINE tizimi dastlab signal qayta ishlash va adaptiv filtrlash vazifalarida
go'llanilgan. Elektron sxemalar sifatida amalga oshirilgan ADALINE qurilmalari
shovqginni filtrlash, signallarni bashorat gilish va ma'lumotlarni sigish kabi vazifalarda
ishlatilgan. Bu tizimning real vaqt rejimida ishlash gobiliyati amaliy tatbigotlar uchun juda

muhim edi.

Nagsh tanib olish sohasida ADALINE oddiy xususiyatlarni ajratish va klassifikatsiya
gilishda ishlatilgan. Masalan, ragamli belgilarni tanib olish, oddiy geometrik shakllarni

aniglash yoki chizigli ajratiladigan nagshlarni klassifikatsiya gilishda bu tizim samarali
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natijalar ko'rsatdi. Biroq, murakkab nochizigli nagshlar uchun ADALINE tizimining

imkoniyatlari cheklangan.

Zamonaviy kontekstda ADALINE tushunchalari hali ham muhim. Chizigli
regressiya, Ridge regressiya va Lasso regressiya kabi statistik usullar ADALINE
tizimining kengaytmalari sifatida garalishi mumkin. Shuningdek, ko'p gavatli neyron
tarmoglarning har bir neyroni ADALINE prinsipiga asoslangan hisoblashlarni amalga

oshiradi, fagat faollashtirish funksiyasi nochizigli bo'ladi.

CHIZIQLI VA NOCHIZIQLI MUAMMOLAR KONTEKSTIDA DELTA
QOIDASI

Chizigli ajratiladigan muammolar sun'iy neyron tarmoglari nazariyasida asosiy
tushuncha hisoblanadi. Muammo chizigli ajratiladigan deyiladi, agar ikki sinfni to'g'ri
chiziqg yoki yuqori o'lchovlarda giperplosklik bilan ajratish mumkin bo'lsa. Ikki o'lchovli
fazoda bu to'g'ri chiziq, uch o'lchovli fazoda tekislik va umuman n o'lchovli fazoda n minus

bir o'lchovli giperplosklikdir.

Matematik jihatdan, chizigli ajratiladigan muammo uchun shunday og'irlik vektori w
va siljish b mavjudki, birinchi sinfga tegishli barcha nugtalar x uchun w transpozitsiyasi x
plyus b noldan katta va ikkinchi sinfga tegishli barcha nuqgtalar uchun w transpozitsiyasi x
plyus b noldan kichik bo'ladi. Bu shartning bajarilishi chizigli ajratiluvchanlikni

ta'minlaydi.

Chizigli ajratiladigan muammolarga misollar mantigiy AND yoki VA operatsiyasi,
oddiy geometrik shakllarning Klassifikatsiyasi, ba'zi statistik ma'lumotlar to'plamlari
kiradi. Masalan, AND operatsiyasi uchun kirish giymatlari ikkilik bo'lib, fagat ikkalasi ham
birga teng bo'lganda chigish bir bo'ladi. Bu muammo ikki o'lchovli fazoda to'g'ri chiziq

bilan ajratilishi mumkin.

Chiziqgli ajratiladigan muammolarda delta qoidasi va pertseptron qoidasi ikkalasi ham

samarali ishlaydi va to'g'ri yechimni topishni kafolatlaydi. Delta qoidasi bu holda kvadratik
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xatolik funksiyasining global minimumini topadi va bu minimum to'g'ri klassifikatsiyani
ta'minlaydi. Konvergentsiya chekli sondagi iteratsiyalarda ro'y beradi, garchi aniq

iteratsiyalar soni ma'lumotlarga bog'liqg.
Nochizigli muammolar va delta goidasining cheklovlari

Nochizigli muammolar chizigli ajratuvchi yuzacha bilan hal gilib bo'Imaydigan
vazifalardir. Klassik misol XOR yoki eksklyuziv OR operatsiyasi hisoblanadi. XOR uchun
chiqish fagat bitta kirish birga teng bo'lganda bir bo'ladi, ikkalasi ham bir yoki ikkalasi ham
nol bo'lsa nol bo'ladi. Ikki o'lchovli fazoda XOR muammosini to'g'ri chizig bilan ajratish

mumkin emas.

XOR muammosi sun'iy neyron tarmogqlari tarixida muhim rol o'ynagan. Mil tushgan
oltmish to'gqgizinchi yilda Marvin Minsky va Seymour Papert o'zlarining mashhur kitobida
pertseptron bir gavatli tarmogning XOR kabi oddiy nochizigli muammolarni hal gila
olmasligini isbotladilar. Bu kashfiyot neyron tarmoglar tadgiqotlariga jiddiy zarba berdi va

Al gishining boshlanishiga sabab bo'ldi.

Delta qoidasi ham bir gavatli tarmogda nochizigli muammolarni hal gila olmaydi,
chunki u ham chizigli ajratuvchi yuzachani topishga mo'ljallangan. XOR uchun delta
goidasini go'llash eng yaxshi chizigli yaginlashishni beradi, lekin to'g'ri klassifikatsiyaga
erishmaydi. Xatolik funksiyasi ma'lum bir minimal giymatga yetadi, ammo bu giymat

noldan yugori bo'lib goladi va to'g'ri yechim topilmaydi.

Nochiziqli faollashtirish funksiyalari tarmogga murakkab nochizigli munosabatlarni
o'rganish imkonini beradi. Agar barcha faollashtirish funksiyalari chizigli bo'lsa, butun
ko'p gavatli tarmoq bitta chizigli funksiyaga ekvivalent bo'lardi, bu esa hech ganday

afzallik bermaydi. Nochiziglilik bu erda muhim rol o'ynaydi.

Backpropagation algoritmi delta goidasining ko'p gavatli tarmoglarga kengaytmasi
hisoblanadi. Bu algoritm xatolik signalini chigish gatlamidan kirish gqatlamiga garab orgaga

targatadi va har bir gatlamdagi og'irlik koeffitsientlarini sozlaydi. Zanjir qoidasi yordamida
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har bir og'irlikning gradientini hisoblash mumkin va delta qoidasi kabi yangilanish

formulasi go'llaniladi.

Sun'ty neyron sun'iy neyron tarmoglarining asosiy hisoblash birligi hisoblanadi.
Biologik neyronlardan ilhomlangan bu matematik model Kirish signallarini gabul gilish,
ularni gayta ishlash va chigish signalini hosil gilish vazifalarini bajaradi. Oddiy sun'iy
neyron modeli bir necha asosiy komponentlardan tashkil topadi: kirish qiymatlari vektori,

og'irlik koeffitsientlari, yig'indi funksiyasi va faollashtirish funksiyasi.

Matematik nugtai nazardan, neyronning kirishi n o'lchovli vektor sifatida ifodalanadi
va X kirish vektori x1, x2, x3 va hokazo xn elementlardan iborat. Har bir kirish giymati
o0'zining og'irlik koeffitsientiga ega bo'lib, bu koeffitsient w harfi bilan belgilanadi va w1,
w2, w3 va hokazo wn ko'rinishida ifodalanadi. Og'irlik koeffitsientlari neyronning o'qitish
jarayonida sozlanadigan parametrlar bo'lib, ular kirish signallarining ahamiyatliligini

aniglaydi.

Neyronning net kirishi yoki to'plangan kirish giymati barcha kirishlarning og'irlik
koeffitsientlari bilan ko'paytmalarining yig'indisi sifatida hisoblanadi. Bu jarayonni
matematik ifoda orgali quyidagicha yozish mumkin: net kirish wl va x1 ko'paytmasidan
boshlab barcha w va x ko'paytmalarining yig'indisi, gqo'shimcha ravishda b siljish parametri
go'shiladi. Bu tenglamani vektor ko'rinishida w transpozatsiyasi va x vektorining skalyar

ko'paytmasi plyus b siljish sifatida ham ifodalash mumkin.

Delta goidasi nazorat ostidagi o'qitish paradigmasiga asoslanadi. Bu degani, o'gitish
jarayonida har bir kirish namunasi uchun kutilayotgan yoki magsadli chigish giymati d
berilgan bo'ladi. Neyronning haqgiqiy chigishi y va kutilayotgan chiqish d o'rtasidagi farq
xatolik yoki delta deb ataladi va delta belgisi bilan ifodalanadi. Xatolik giymati
quyidagicha hisoblanadi: delta kutilayotgan chigish d dan hagiqgiy chiqish y ni ayirish

natijasida hosil bo'ladi.

Delta qoidasining asosiy g'oyasi xatolikni minimal giymatga yetkazish uchun og'irlik
koeffitsientlarini sistematik ravishda o'zgartirishdan iborat. Og'irlik koeffitsientlarining
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yangilanishi gradient tushish usuli asosida amalga oshiriladi. Gradient tushish usuli xatolik
funksiyasining gradientini hisoblash va shu gradient teskari yo'nalishida harakat gilish

orgali minimumga intilishni ta'minlaydi.

Kvadratik xatolik funksiyasi E bir namuna uchun quyidagicha aniglanadi: E kvadrati
yarmi delta kvadratiga yoki kutilayotgan chigish va haqigiy chigish fargining kvadrati
yarmiga teng. Kvadratik forma xatolik funksiyasini sillig va differentsiallanuvchi giladi,
bu esa gradient hisoblashlarini osonlashtiradi. Bundan tashqari, kvadrat funktsiya katta

xatoliklar uchun kattaroq jazo beradi, bu esa o'gitish jarayonining samaradorligini oshiradi.

Bir necha o'quv namunalari uchun umumiy xatolik barcha namunalar bo'yicha
xatoliklarning  yig'indisi  sifatida ifodalanadi. Magsad bu umumiy xatolikni
minimallashtirish, ya'ni eng kichik giymatga erishtirishdir. Gradient tushish usuli bu

magsadga erishish uchun samarali vositani tagdim etadi.

Delta qoidasida og'irlik koeffitsientlarining yangilanishi gradient tushish usulining
to'g'ridan-to'g'ri tatbiq etilishi hisoblanadi. Har bir og'irlik koeffitsienti w uchun gradient
xatolik funksiyasining shu og'irlikka nisbatan xususiy hosilasi sifatida aniglanadi.

Matematik jihatdan, xatolik funksiyasining w ga nisbatan hosilasini hisoblash zarur.

Chizigli faollashtirish funksiyasi uchun hisoblashlar ancha soddalashadi. Chigish y
chizigli funktsiya bo'lganligi uchun, y ning w ga nisbatan hosilasi kirish x ga teng bo'ladi.
Zanjir goidasini go'llab, E xatolik funksiyasining w ga nisbatan hosilasi quyidagicha
hisoblanadi: dE bilan dw nisbati E ning y ga nisbatan hosilasi va y ning w ga nisbatan

hosilasining ko'paytmasi sifatida ifodalanadi.

Delta goidasi asosida o'qitish iterativ jarayon bo'lib, u bir necha bosqgichlardan iborat.
Birinchi bosqgichda og'irlik koeffitsientlari tasodifiy yoki ma'lum usul bilan boshlang'ich
giymatlarga ega qilinadi. Odatda, kichik tasodifiy sonlar tanlash qabul gilingan
amaliyotdir, bu lokal minimumlarda gotib golish xavfini kamaytiradi.
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Ikkinchi bosgichda o'quv to'plamidan bir namuna tanlanadi va uning kirish giymatlari
X neyronning Kirishiga beriladi. Uchinchi bosgichda neyronning chigishi y hisoblashlar
orgali aniglanadi: avval net kirish hisoblanadi, keyin faollashtirish funksiyasi go'llaniladi.
To'rtinchi bosgichda xatolik delta kutilayotgan chigish va haqiqgiy chiqish fargi sifatida

hisoblanadi.

Beshinchi bosgichda og'irlik koeffitsientlari delta qoidasi formulasi bo'yicha
yangilanadi. Oltinchi bosgichda barcha o'quv namunalari uchun jarayon takrorlanadi. Bir
marta butun o'quv to'plamidan o'tish epokha deb ataladi. O'gitish jarayoni bir necha
epokhalar davomida davom etadi, to xatolik funksiyasi qoniqgarli darajada kamaymaguncha

yoki belgilangan epokhalar soni tugamaguncha.

Konvergentsiya mezonlari o'gitish jarayonining to'xtatilish shartlarini belgilaydi.
Umumiy mezonlar xatolik funksiyasining ma'lum bir chegaradan past bo'lishi, ketma-ket
epokhalar orasidagi xatolik o'zgarishining juda kichik bo'lishi yoki maksimal epokhalar
soniga erishilishi bo'lishi mumkin. Konvergentsiya tezligi o'qitish tezligi parametri alfa,

ma'lumotlar to'plamining xususiyatlari va boshlang'ich og'irlik giymatlariga bog'lig.

O'qitish tezligi alfa parametri delta qoidasining samaradorligida muhim rol o'ynaydi.
Alfa giymati juda katta bo'lsa, algoritm xatolik sirtida haddan tashgari katta gadamlar bilan
harakat giladi, bu ostsillatsiyalarga yoki hatto divergentsiyaga olib kelishi mumkin.
Boshgacha qilib aytganda, minimumdan sakrab o'tish va u atrofida noaniq harakatlanish

ro'y beradi.

Aksincha, alfa juda kichik bo'lsa, konvergentsiya juda sekin bo'ladi va minimumga
erishish uchun juda ko'p iteratsiya talab gilinadi. Bu amaliy jihatdan vaqt va hisoblash
resurslari nugtai nazaridan samarasiz. Shuning uchun, alfa ning optimal giymatini tanlash

muhim vazifa hisoblanadi.
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XULOSA

Ushbu tadgiqot delta qoidasining nazariy asoslari, matematik modellari va amaliy
tatbiqotlarini keng gamrovli tahlil qgilishga bag'ishlangan. Tadgigot natijalari shuni
ko'rsatdiki, delta qoidasi sun'ty neyron tarmoglarini o'gitishning fundamental
algoritmlaridan biri bo'lib, zamonaviy mashinali o'qitish usullarining rivojlanishida muhim

rol o'ynagan.

Nazariy gismda delta qoidasining matematik asoslari batafsil ko'rib chiqildi.
Kvadratik xatolik funksiyasining minimizatsiyalash jarayoni, gradient hisoblash
metodologiyasi va konvergentsiya shartlari matematik jihatdan asoslandi. Widrow-Hoff
o'qitish qoidasi gradient tushish usulining to'g'ridan-to'g'ri tatbiq etilishi ekanligini va

konveks optimallashtirish muammolarini hal gilishda samarali ekanligini ko'rsatdi.

Delta goidasi va pertseptron o'gitish qoidasining giyosiy tahlili ikki yondashuvning
farglarini aniqlashtirdi. Pertseptron diskret xatolik signallariga javob bersa, delta qoidasi
uzluksiz gradient ma'lumotlaridan foydalanadi. Bu farg algoritmlarning konvergentsiya
xususiyatlari va qo'llanilish sohasiga ta'sir giladi. Delta qoidasi chizigli ajratiladigan

muammolar uchun optimal yechim beradi va eng yaxshi chizigli yaginlashishni topadi.

Chizigli va nochizigli muammolar kontekstida delta qoidasining imkoniyatlari va
cheklovlari muhokama gilindi. Chizigli ajratiladigan muammolar uchun delta goidasi to'lig
yechim beradi, ammo XOR kabi nochizigli muammolar uchun uning imkoniyatlari
cheklangan. Bu cheklovni bartaraf etish uchun ko'p gavatli tarmoglar va backpropagation

algoritmi zarur ekanligi aniglandi.
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