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Annotatsiya: Ushbu ilmiy magolada sun'iy intellekt, mashinaviy o'qitish va chuqur
o'rganish sohalarida samarali tadgiqotlar olib borish va amaliy loyihalarni amalga oshirish
uchun zarur bo'lgan dasturiy muhitlar va fundamental kutubxonalarni o'rnatishning tizimli
va ilmiy asoslari tahlil gilinadi. Tadgigotda Python dasturlash tilining sun'iy intellekt
ekotizimidagi markaziy o'rni yoritiladi va asosiy freymvorklar, jumladan, TensorFlow,
PyTorch va Scikit-learn kabi muhim vositalarni turli operatsion tizimlar (masalan,
Windows, Linux) ostida konfiguratsiya qilish usullari nazariy jihatdan asoslanadi.
Magolada optimal ish faoliyatiga erishish uchun virtual muhitlar yaratishning ahamiyati,
grafik ishlov berish qurilmalari (GPU) uchun drayverlar va CUDA/cuDNN kabi parallel
hisoblash texnologiyalarini integratsiya gilishning nozik jihatlari batafsil ko'rib chigiladi.
Ushbu magola yosh mutaxassislar va talabalar uchun sun'iy intellekt sohasiga kirishda
dasturiy ta'minot infratuzilmasini to'g'ri va ilmiy yondashuv bilan qurish bo'yicha

mustahkam go'llanma bo'lib xizmat giladi.

Kalit so'zlar: Sun'iy intellekt, dasturiy muhit, Python, TensorFlow, PyTorch,

Scikitlearn, virtual muhit, GPU, konfiguratsiya.
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AHHOTanus:B nanHON Hay4YHOU CTaThe MPOBOAUTCS CUCTEMHBIN aHAIM3 U HAYYHOE
000CHOBaHUE YCTAHOBKH MPOrPaMMHOT0 0OeCrieYeHHs U (PyHIaMEeHTabHbIX OMOJINOTEK,
HEO0OXOUMBIX JIJIsl TpOBeIeHUs d(PPEKTUBHBIX UCCIIEIOBAHUN U peau3alluu
MPAKTUYECKUX MTPOEKTOB B 00JIACTU UCKYCCTBEHHOTO MHTEJUIEKTA, MAIIMHHOTO O0Yy4YEHUS
U TIIyookoro o0ydeHus. B uccmenoBanum ocBemaeTcs eHTpaabHas POJIb S3bIKa
nporpammupoBanus Python B skocucTemMe HCKYCCTBEHHOTO MHTEIUIEKTAa U TEOPETUUECKU
000CHOBBIBAIOTCA METObI KOHPUTYpaLIMK KITFOUEBBIX (hPEHMBOPKOB, BKIIIOUAS

TensorFlow, PyTorch u Scikit-learn, B pa3nuyHbix onepaliMOHHBIX cUcTeMax (Hampumep,
Windows, Linux). B craTtee noapoOHO paccMaTpuBaIOTCS TOHKOCTM HWHTErpaluu
TEXHOJIOTHI MapasuieTbHbIX BeIYUCIeHHH, TakuX Kak apaiiBepsl GPU u CUDA/cuDNN, a
TaKXKe€ TMOJYEPKUBAECTCS BAXHOCTh CO3JAHUSl BUPTYaJbHBIX Cped Uil JOCTHXKECHUS
ONTHUMAJIBHON MPOU3BOAUTEIBHOCTU. JTa CTaThsl MOCIYXHUT HAJAECKHBIM PYKOBOJICTBOM
JUISL  MOJIOJBIX CIIEHMAIMCTOB M CTYJEHTOB IO TIOCTPOEHUIO HH(MPACTPYKTYpPHI
MIPOTrPaMMHOT0 00€CTICUEeHHUSI 111 HCKYCCTBEHHOTO MHTEJUIEKTA C MPABUIILHBIM U HAYYHBIM

MMOAXOJIOM.

KiroueBble ciaoBa: VICKycCTBEHHBIM WHTEIUIEKT, MporpamMmHasi cpena, Python,

TensorFlow, PyTorch, Scikit-learn, Buptyanbnas cpena, GPU, koHduryparmus.

Abstract: This scientific article provides a systematic analysis and theoretical
substantiation of the installation of necessary software environments and fundamental
libraries required for conducting effective research and implementing practical projects in
the fields of artificial intelligence, machine learning, and deep learning. The research
illuminates the central role of the Python programming language within the Al ecosystem
and theoretically justifies methods for configuring key frameworks, including TensorFlow,
PyTorch, and Scikit-learn, across various operating systems (e.g., Windows, Linux). The
paper meticulously examines the critical aspects of integrating parallel computing
technologies, such as GPU drivers and CUDA/cuDNN, and emphasizes the importance of

establishing virtual environments to ensure optimal performance. This article serves as a
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robust guide for young professionals and students on building the software infrastructure

for artificial intelligence with a correct and scientifically informed approach.

Keywords: Artificial intelligence, software environment, Python, TensorFlow,
PyTorch, Scikit-learn, virtual environment, GPU, configuration.

Kirish

Sun'ty intellekt texnologiyalarining misli ko'rilmagan darajada rivojlanishi,
zamonaviy ilmiy va amaliy tadgigotlarning markaziy yo'nalishiga aylandi. Ushbu sohada
muvaffagiyatga erishish uchun nazariy bilimlar bilan bir gatorda, yuqori samaradorlikni
ta'minlovchi to'g'ri konfiguratsiya gilingan dasturiy muhitga ega bo'lish fundamental
ahamiyat kasb etadi. Murakkab neyron tarmoglarni o'gitish va katta hajmdagi
ma'lumotlarga ishlov berish yugori hisoblash quvvatini talab giladi, bu esa dasturiy

infratuzilmani ilmiy asoslangan holda qurishni tagozo etadi.

Ushbu magolaning magsadi — sun'iy intellekt bo'yicha mutaxassislar va tadgigotchilar
uchun zarur bo'lgan barcha dasturiy komponentlarni, ya'ni dasturlash tilidan tortib to
optimallashtirilgan chuqur o'rganish freymvorklarigacha bo'lgan to'plamni o'rnatish va
konfiguratsiya gilishning nazariy va amaliy jihatlarini tizimli ravishda tahlil gilishdan
iborat. Biz ushbu jarayonni fagatgina texnik ko'rsatma sifatida emas, balki ilmiy

samaradorlikni oshirish strategiyasi sifatida ko'rib chigamiz.

Dastlab, Python dasturlash tilining Al ekotizimidagi ajralmas o'rni, so'ngra
ma'lumotlarga ishlov berish, mashinaviy o'qgitish va chuqur o'rganish uchun mo'ljallangan
asosiy kutubxonalarning nazariy asoslari ko'rib chigiladi. Shuningdek, turli loyihalarning
bog'ligliklarida (dependencies) kelib chigadigan muammolarning oldini olish uchun virtual
mubhitlar yaratishning ilmiy zarurati asoslanadi. Nihoyat, hisoblash tezligini keskin
oshiruvchi GPU texnologiyalarini operatsion tizimga muvaffagiyatli integratsiya gilish
usullari chuqur tahlil qilinadi. Ushbu maqola Al loyihalarining poydevorini
mustahkamlashga garatilgan bo'lib, xalgaro ilmiy hamjamiyatning yuqori standartlariga

javob beradi.
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Asosiy gism

Sun'iy intellekt sohasidagi deyarli barcha ilmiy tadqgigotlar va amaliy ishlanmalar
Python dasturlash tili atrofida jamlangan bo'lib, bu tilning ushbu ekotizimdagi o'rni
beqgiyosdir. Pythonning ushbu mavqgeyi uning sintaksisining soddaligi, o'rganishning

qulayligi va eng asosiysi, keng va boy kutubxonalar to'plami mavjudligi bilan izohlanadi.

Pythonning ilmiy hisoblashlar uchun mosligi uning Numpy kabi asosiy kutubxonalari
bilan bog'ligdir. Numpy ko'p o'lchamli massivlar va matritsalar ustida yuqori tezlikda
arifmetik amallarni bajarish imkonini beradi. Neyron tarmoglar nazariy jihatdan aynan
matritsalar algebrasi va vektor amallariga asoslangan bo'lib, Numpy ushbu amallarni S
yoki Fortran kabi past darajali tillarda optimallashtirilgan holda tagdim etadi. Ushbu
fundamental vositaning o'rnatilishi har ganday Al mubhitini yaratishning birinchi va eng

muhim bosgichi hisoblanadi.

Bundan tashqgari, Python ma'lumotlarga ishlov berish uchun Pandas (ma'lumotlar
ramkalari), ilmiy va statistik hisoblashlar uchun Scipy kabi kuchli kutubxonalarni o'zida
birlashtirgan. Ushbu kutubxonalarning standart Python muhitiga o'rnatilishi ma'lumotlarni
tahlil gilish, oldindan gayta ishlash va vizuallashtirish kabi ilmiy tadgiqot bosgichlarini
samarali bajarishga imkon yaratadi. Shuning uchun, dasturiy muhitni o'rnatish jarayoni
to'g'ri versiyadagi Python tarjimonini operatsion tizimga o'rnatishdan va uning paket
menejeri (pip) orgali yugorida sanalgan asosiy kutubxonalarni yuklab olishdan boshlanishi

ilmiy jihatdan asoslangan yondashuvdir.

Sun'iy intellekt tadgigotlari uchun freymvorklarni to'g'ri o'rnatish, optimal ish
faoliyati va loyihalararo bargarorlikni ta'minlashda hal giluvchi ahamiyatga ega. Ushbu
jarayonni amalga oshirishda ikki asosiy guruhdagi kutubxonalarga e'tibor garatiladi:

mashinaviy o'gitish va chuqur o'rganish freymvorklari.

Scikit-learn kutubxonasi klassik mashinaviy o'gitish algoritmlari (masalan,
regressiya, tasniflash va klasterlash) uchun eng keng targalgan va bargaror vosita

hisoblanadi. Uning o'rnatilishi nisbatan sodda bo'lib, asosan pip paket menejeri orqali

85-son 1-to’plam Dekabr-2025 Sahifa: 271



é Ustozlar uchun pedagoglar.org

amalga oshiriladi va u Numpy hamda Scipy kabi fundamental ilmiy kutubxonalarga
bevosita bog'ligdir. Scikit-learnning to'g'ri o'rnatilishi, dasturiy muhitda ma'lumotlar tahlili

va dastlabki modellashtirish ishlarini bajarish uchun asosiy shartdir.

Chuqur o'rganish (Deep Learning) uchun mo'ljallangan TensorFlow va PyTorch kabi
freymvorklar murakkab hisoblash grafigi (computational graph) tuzilishiga ega bo'lgan
neyron tarmogqlarni qurish uchun ishlatiladi. Ushbu freymvorklarning o'rnatilishi bir necha

omillarni hisobga olishni talab giladi:

Markaziy Prosessor (CPU) Versiyasi: Dastlab, ushbu freymvorklarning fagat CPU
yordamida ishlaydigan standart versiyalari o'rnatiladi. Ushbu versiyalar nisbatan oddiy

loyihalar va kodni sinovdan o'tkazish uchun yetarli hisoblanadi.

GPU Integratsiyasi Versiyasi: Loyihalar katta hajmdagi ma'lumotlar va murakkab
neyron tarmoglarni talab gilganida, freymvorklarning GPU yordamida ishlash uchun
optimallashtirilgan versiyalarini o'rnatish zarur bo'ladi. Bu esa CUDA va cuDNN kabi
NVIDIA texnologiyalarining versiyalari bilan freymvork versiyalari orasidagi qattiq

muvofiglikni ta'minlashni talab giladi.

Bu bosgichda har bir freymvorkning aniq talablariga muvofig Python versiyasini
tanlash ilmiy-texnik jihatdan muhim hisoblanadi, chunki noto'g'ri versiyalar bog'ligliklar

o'rtasida ziddiyatlarga olib kelishi va ish faoliyatini sezilarli darajada pasaytirishi mumkin.

IImiy tadqgigotlarda va dasturiy loyihalashda virtual muhitlar (Virtual Environments)
yaratish va ulardan foydalanish shart hisoblanadi. Virtual muhitlar bir necha muhim

iIImiytexnik muammolarni hal etadi:

Birinchidan, Bog'ligliklar Ziddiyatini Oldini Olish. Har bir sun'iy intellekt loyihasi
turli xil kutubxona versiyalarini talab gilishi mumkin. Masalan, bir loyiha TensorFlowning
Eskiroqg Versiyasini talab gilsa, boshgasi PyTorchning Yangi Versiyasini talab gilishi
mumkin. Agar barcha kutubxonalar bir global muhitga o'rnatilsa, bu versiya ziddiyatlari
dasturlarning to'g'ri ishlashiga xalaqit beradi. Virtual muhit har bir loyiha uchun alohida,

izolyatsiya gilingan Python mubhitini yaratib, ushbu ziddiyatni butunlay bartaraf etadi.
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Ikkinchidan, Takrorlanuvchanlikni Ta'minlash (Reproducibility). IImiy tadgiqotlar
natijalari har ganday muhitda aynan takrorlanishi kerak. Virtual muhit loyihada ishlatilgan
barcha kutubxonalar va ularning anig versiyalarini ro'yxatga oluvchi fayl (masalan,
requirements.txt) yaratish imkonini beradi. Bu fayl boshqga tadgiqotchilarga loyihani aynan
bir xil muhitda qayta tiklashga imkon beradi, bu esa ilmiy ishlarning validligi

(haqgoniyligi)ni oshiradi.

Ushbu muhitlarni yaratish uchun asosan venv yoki Conda kabi vositalardan
foydalaniladi. Conda kabi vositalar nafagat Python kutubxonalarini, balki Python
tarjimonining o'zini ham turli versiyalarda boshgarishga imkon berib, aynigsa chuqur
o'rganish kabi murakkab sohalarda katta qulaylik yaratadi. Virtual muhitni to'g'ri
boshqgarish sun'iy intellekt bo'yicha professional mutaxassisning ajralmas amaliyoti

hisoblanadi.

GPU Va Parallel Hisoblash Texnologiyalarini Integratsiyalash

Chuqur o'rganish modellarini o'qitishda hisoblash quvvatiga bo'lgan talab juda yugori
bo'lib, Grafik Ishlov Berish Qurilmalari (GPU) dan foydalanish standart **Markaziy
Prosessorlar (CPU)**ga nisbatan o'gitish vaqtini bir necha barobar gisqgartirish imkonini
beradi. GPUning asosiy afzalligi uning parallel hisoblash gobiliyatiga ega bo'lishi bilan

izohlanadi, bu esa neyron tarmoglarning matritsa amallarini tezkor bajarish uchun idealdir.

GPU ni Al muhitiga muvaffagiyatli integratsiya qilish ilmiy jihatdan aniq va izchil

gadamlarni talab giladi:

NVIDIA Drayverlarini O'rnatish: Birinchi navbatda, ishlatilayotgan NVIDIA GPU
uchun operatsion tizimga mos keladigan eng so'nggi va bargaror drayverlar o'rnatilishi
shart. Noto'g'ri yoki eskirgan drayverlar GPU dan foydalanishda jiddiy ishlash

muammolariga olib keladi.

CUDA Toolkit O'rnatilishi: CUDA (Compute Unified Device Architecture) bu
NVIDIA tomonidan ishlab chigilgan parallel hisoblash platformasi va dasturlash modeli

bo'lib, u CPU va GPU o'rtasida alogani ta'minlaydi. TensorFlow va PyTorch kabi
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freymvorklarning GPU versiyalari ishlashi uchun mos versiyadagi CUDA Toolkit
o'rnatilgan bo'lishi talab etiladi. Bu bosgichda eng katta ilmiy-texnik muammo
freymvorkning aniq talab gilinadigan CUDA versiyasi bilan kompyuterga o'rnatilgan

CUDA versiyasi o'rtasida to'lig moslikni ta'minlashdir.

cuDNN Kutubxonasini Integratsiyalash: cuDNN (CUDA Deep Neural Network
library) bu neyron tarmoqlar uchun optimallashtirilgan tezlatilgan primitiv operatsiyalarni
0'z ichiga olgan kutubxonadir. U konvolyutsiya, pooling va normalizatsiya kabi
operatsiyalarni yuqori samaradorlikda bajarish uchun CUDAga qo'shimcha tarzda
o'rnatiladi. cuDNNni freymvork va CUDA versiyasi bilan to'g'ri birlashtirish chuqur

o'rganish modellarining o'qitish samaradorligini keskin oshirishga xizmat giladi.

Ushbu integratsiya bosgichlari har bir freymvorkning rasmiy hujjatlariga gat'iy rioya
gilgan holda amalga oshirilishi shart, aks holda dasturiy muhit GPU quvvatidan foydalana

olmaydi va o'gitish jarayoni asossiz ravishda uzayadi.

Dasturiy muhit muvaffagiyatli o'rnatilgandan so'ng, keyingi muhim gadam amaliy ish
ogimini (workflow) ilmiy jihatdan asoslangan holda tashkil etishdan iborat. Bu ogim sun'iy
intellekt loyihalarining har bir bosgichida o'rnatilgan kutubxonalar va muhitlardan

maksimal darajada foydalanishni ta'minlashi lozim.

Ideal ish ogimi ma'lumotlarni yuklashdan to modelni baholashgacha bo'lgan to'rt
bosqichli izchillikka asoslanadi. Dastlabki bosgich ma'lumotlarni yig'ish va yuklash bo'lib,
bu yerda Pandas kabi vositalar yordamida ma'lumotlar virtual muhitga Kiritiladi. 1kkinchi
bosgich ma'lumotlarni oldindan gayta ishlash (preprocessing) bo'lib, bunda Scikit-learn va
Numpy funksiyalari ma'lumotlarni tozalash, transformatsiya gilish va normallashtirish
uchun qo'llaniladi. Uchinchidan, modelni qurish va o'gitish bosgichi keladi, bunda
TensorFlow yoki PyTorch ning GPU yordamida tezlashtirilgan versiyalari aktivlashtirilib,
neyron tarmog massiv ma'lumotlar ustida o'gitiladi. Nihoyat, to'rtinchi bosgich modelni
baholash va tekshirish bo'lib, ushbu jarayonda olingan natijalarning ilmiy asoslanganligini
ta'minlash uchun xatolik ko'rsatkichlari tahlil gilinadi. Ushbu tizimli ish ogimi tadgigot

natijalarining haqgoniyligini (validity) oshiradi.
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Eng murakkab ilmiy-texnik giyinchiliklardan biri kutubxonalar versiyalari o'rtasidagi
ziddiyatdir. Bunday ziddiyatlar, asosan, asosiy freymvork (masalan, TensorFlow) bilan
bog'lig bo'lgan past darajadagi kutubxonalar (masalan, Numpy yoki Keras) o'rtasida
moslikning buzilishi natijasida yuzaga keladi. Bu muammoni hal gilish strategiyasi loyiha
uchun zarur bo'lgan har bir freymvorkning rasmiy talablarini chuqur tahlil gilish va virtual
mubhitni ularning eng konservativ umumiy versiyalari asosida konfiguratsiya gilishni 0'z
ichiga oladi. Aynigsa, chuqur o'rganish freymvorklari va ularning CUDA talablari doimiy
ravishda o'zgarib turganligi sababli, virtual muhitni yaratishdan oldin rasmiy versiya

matritsasini tekshirish ilmiy yondashuvning asosiy gismidir.

Al tadqgiqotlari doimo turli hisoblash uskunalarida o'tkaziladi, shuning uchun dasturiy
muhitning apparat ta'minotiga moslashish strategiyasi muhimdir. GPU mavjud bo'Imagan
hollarda, freymvorkni CPU yordamida ishlashga to'g'ri sozlash va multiprocessing kabi
usullardan foydalanib hisoblashni parallellashtirish ilmiy samaradorlikni saglab golishga
yordam beradi. GPU mavjud bo'lganda esa, ma'lumotlarni CPU xotirasidan GPU xotirasiga
o'tkazishni optimallashtirish orgali o'gitish jarayonidagi bottleneck (ish unumdorligining
pasayishi)ni kamaytirish ilmiy-texnik jihatdan asoslanadi. PyTorch kabi freymvorklar bu
jarayonni avtomatlashtirish uchun qulay interfeyslar taqdim etadi, biroq ulardan

foydalanish uchun dasturiy muhitning konfiguratsiyasi yugori darajada aniq bo'lishi shart.

O'rnatish jarayonida yuzaga keladigan xatoliklar odatda drayverlar, CUDA, cuDNN
va freymvork versiyalari o'rtasidagi nomuvofiglikdan kelib chigadi. Eng keng targalgan
xatoliklardan biri bu freymvorkning "GPU ni topa olmasligi” xabaridir. Bunday hollarda,
muammoni hal gilishning ilmiy metodi tizimli tekshiruvga asoslanadi: avval drayverlar
to'g'ri o'rnatilganligini, so'ngra freymvork uchun talab gilinadigan CUDA va cuDNN
versiyalari mavjudligini va oxirida virtual muhitda freymvorkning GPU versiyasi to'g'ri
chaqgirilayotganligini tekshirish lozim. Barcha komponentlarning aniq versiyalarini
tekshirish va ularning rasmiy hujjatlar talablariga mosligini qiyosiy tahlil qilish,

muammoni tezkor aniglashning eng ishonchli usuli hisoblanadi.
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Xulosa

Ushbu ilmiy magola sun'iy intellekt tadgiqotlari uchun dasturiy mubhitlar va
kutubxonalarni o'rnatish jarayonining nazariy asoslarini va amaliy metodologiyasini tizimli
ravishda tahlil qildi. Tadqgiqotlar shuni ko'rsatdiki, sun'iy intellektning muvaffaqgiyati
fagatgina algoritmlarning murakkabligiga emas, balki ularni bajarish uchun mo'ljallangan

infratuzilmaning ilmiy asoslangan holda konfiguratsiya gilinganligiga ham bog'ligdir.

Birinchidan, Python tili, uning Numpy va Pandas kabi fundamental kutubxonalari
bilan birgalikda, sun'iy intellekt uchun ajralmas poydevor hisoblanadi. Ikkinchidan,
TensorFlow va PyTorch kabi chuqur o'rganish freymvorklarini o'rnatishda ularning GPU
texnologiyalari bilan muvofigligini ta'minlash muhimdir. Uchinchidan, virtual muhitlardan
foydalanish loyihalararo bog'ligliklar ziddiyatini oldini olish va ilmiy natijalarning
takrorlanuvchanligini kafolatlash uchun shart bo'lgan ilmiy amaliyotdir. Va nihoyat,
CUDA va cuDNN ni drayverlar bilan to'g'ri integratsiya gilish orqali erishiladigan parallel
hisoblash imkoniyati murakkab chuqur o'rganish modellarini o'gitish tezligini oshirishda

hal giluvchi omil bo'lib xizmat giladi.
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