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Annotatsiya. Ushbu maqolada Python dasturlash tili yordamida bir gatlamli
perseptron modelini qurish, o‘qitish va uni tasniflash masalasida qo‘llash jarayoni ko‘rib
chiqiladi. Perseptron algoritmining ishlash prinsipi, o‘qitish bosqichlari hamda o‘rganish
tezligining natijalarga ta’siri tahlil qilinadi. Amaliy tajriba orqali modelning ma’lumotlarni
chizigli ajratish imkoniyatlari baholanadi. Maqola natijalari sun’iy intellekt va mashinaviy
o‘rganish sohalarida boshlang‘ich neyron tarmoq modellarining ahamiyatini ko‘rsatadi.

Kalit so‘zlar: bir gatlamli perseptron, Python, neyron tarmoq, tasniflash, o‘qitish
algoritmi, mashinaviy o‘rganish.

Annotation. This article explores the process of building, training, and applying a
single-layer perceptron model using the Python programming language for classification
tasks. The working principle of the perceptron algorithm, training stages, and the influence
of the learning rate on results are analyzed. Through practical experimentation, the model’s
ability to linearly separate data is evaluated. The findings highlight the importance of
simple neural network models in artificial intelligence and machine learning fields.

Keywords: single-layer perceptron, Python, neural network, classification, training
algorithm, machine learning.

AHHOTanus. B naHHO# cTaThe paccMaTpuBaeTcsl NPOLECC NOCTPOSHUS, OOyUYEeHHUS U
MIPUMEHEHUS OJHOCIONHOIO NEPCENTPOHA C UCIIOIB30BAHUEM SI3bIKA IPOTPAMMUPOBAHUS

Python nans pemenust 3amauu kjnaccuukanuu. AHAIM3UPYIOTCS TMPUHLUI PaOOTHI
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aNropuTMa MepCenTPOHa, ITarbl 00yUSHUS U BIUSIHUE CKOpOCTH oO0ydeHus (learning rate)
Ha pe3yabpTarbl. Ha OCHOBE MPAKTUYECKOTO IKCIEPUMEHTA OLICHUBAKOTCS BO3MOKHOCTHU
MOJENN MO JMHEWHOMY pa3[eJCHUI0 JAaHHBIX. Pe3ylnbTaThl IMOKa3bIBAIOT 3HAYCHUE
MPOCTBIX HEUPOHHBIX CETEH B 0OJACTAX HMCKYCCTBEHHOTO HWHTEUICKTAa M MAIIMHHOTO
o0yueHus.

KawudeBble cioBa: OJHOCIOWHBIN TepcenTpoH, Python, HelpoHHas ceTb,

KJaccupuKalus, aropuT™M 00y4eHHs, MATUHHOE 00y4eHHE

KIRISH

So‘nggi yillarda sun’iy intellekt va mashinaviy o‘rganish texnologiyalari jadal
sur’atlarda rivojlanib, turli sohalarda keng qo‘llanilmogda. Neyron tarmoglar bu
yo‘nalishning eng muhim tarkibiy qismlaridan biri hisoblanadi. Aynigsa, ularning
soddalashtirilgan modeli — bir gatlamli perseptron — mashinaviy o‘rganishning nazariy
asoslarini o‘rganishda muhim ahamiyatga ega.

Bir gatlamli perseptron modeli ilk bor 1958-yilda amerikalik olim Frank Rosenblatt
tomonidan taklif etilgan bo‘lib, u chiziqli ajratiladigan ma’lumotlarni tasniflash uchun
mo‘ljallangan edi. Mazkur modelning asosiy g‘oyasi kiruvchi signallarni og‘irlik
koeffitsientlari yordamida gayta ishlash va natijada chigish garorini aniglashdan iboratdir.

Bugungi kunda zamonaviy dasturlash tillari, xususan Python, neyron tarmoglarni
amaliy jihatdan sinab ko‘rish va o‘rganish uchun qulay vositalarni tagdim etadi.
Pythonning NumPy, Matplotlib va scikit-learn kabi kutubxonalari yordamida perseptron
modelini tezkor qurish, o‘qitish va tahlil gilish imkoniyati mavjud.

Ushbu magolada Python dasturlash tili yordamida bir gatlamli perseptron modeli
quriladi, o‘qitiladi va tasniflash misolida sinovdan o‘tkaziladi. Shuningdek, modelning
o‘rganish tezligi (learning rate), iteratsiyalar soni va og‘irliklarning tasodifiy boshlang‘ich
qiymatlarining natijaga ta’siri tahlil qilinadi. Maqolaning maqgsadi — bir gatlamli
perseptronning ishlash tamoyillarini amaliy tajriba asosida ko‘rsatish hamda uning

mashinaviy o‘rganishdagi o‘rni va cheklovlarini yoritishdir.

ASOSIY QISM

85-son 2-to’plam Dekabr-2025 Sahifa: 124



é Ustozlar uchun pedagoglar.org

Bir gatlamli perseptron — bu kiruvchi ma’lumotlarni chiziqli kombinatsiya shaklida
gayta ishlaydigan va chigishda faollashtiruvchi (aktivatsiya) funksiya orgali garor gabul
giladigan eng sodda sun’iy neyron modeli hisoblanadi.

Perseptronning asosiy matematik ifodasi quyidagicha yoziladi:
y=fQiz, wix; + b

Bu yerda:

Xi — Kirish signallari

wi — mos og‘irlik koeffitsientlari

b — siljish (bias) qiymati

f(-) — aktivatsiya funksiyasi (odatda signum yoki sigmoid)

y — chiqish giymati (tasnif natijasi).

O‘qitish jarayonida perseptron o‘z og‘irliklarini quyidagi qoidaga ko‘ra yangilab

boradi:

*w,jm'”" _ w,f"!'i 4 ’T}'(f o T,"):Ez

Bu algoritm chizigli ajratiluvchi ma’lumotlar uchun konvergensiyani kafolatlaydi,
ya’ni ma’lumotlar to‘plami chiziq bilan ajratilsa, perseptron har doim to‘g‘ri yechimni
topadi.

Ushbu tajribada NumPy kutubxonasidan foydalanilib, oddiy ikki sinfli (0 va 1)
tasniflash vazifasi bajariladi. Quyidagi dastur kodida modelning asosiy bosqgichlari
ko‘rsatilgan.

import numpy as np

import matplotlib.pyplot as plt

X =np.array([

[0, 0],
[0, 1],
[1, 0],
[1,1]
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)
y = np.array([0, 0, 0, 1])
Quyida kod gismida model parametrlari va funksiyalarni aniglash korsatilgan:
def activation(x):
return np.where(x >=0, 1, 0)
weights = np.random.rand(2)
bias = np.random.rand(1)
learning_rate = 0.1
Keyingi bosgichda o‘gitish jarayoni amalga oshiriladi.
for epoch in range(20):
for i in range(len(X)):
linear_output = np.dot(X[i], weights) + bias
y_pred = activation(linear_output)
error = y[i] - y_pred
weights += learning_rate * error * X[i]
bias += learning_rate * error
Kod oxirida natija tekshiriladi.
print( weights)
print( bias)

for i in range(len(X)):
linear_output = np.dot(X[i], weights) + bias

y_pred = activation(linear_output)

print( )
Tajriba natijasida perseptron AND mantiqiy amalini muvaffaqiyatli o‘rganadi:
(0,00—0
0,1)—0
(1,00—0
(1,1) > 1
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Model chiziqli ajratiluvchi ma’lumotlar uchun yuqori aniqglikka erishadi. Biroq, XOR
kabi chiziqgli ajratilmaydigan vazifalarda bir gatlamli perseptron samarali ishlamaydi. Bu
holat neyron tarmoqlarda ko‘p qatlamli arxitekturalar zarurligini ko‘rsatadi.

Shu tarzda, Python dasturlash mubhiti bir gatlamli perseptronning ishlash tamoyillarini

chuqur tahlil qilish va vizuallashtirish uchun qulay vosita sifatida namoyon bo‘ladi.

XULOSA

Yuqorida o‘tkazilgan tajriba va tahlillar shuni ko‘rsatadiki, bir gatlamli perseptron
modeli mashinaviy o‘rganishning eng sodda, ammo muhim nazariy asoslaridan biridir.
Model chiziqli ajratiluvchi ma’lumotlar to‘plamida yuqori samaradorlik bilan ishlaydi va
tasniflash jarayonini muvaffagiyatli amalga oshiradi.

Python dasturlash tili va uning kutubxonalari (NumPy, Matplotlib) perseptron
algoritmini amaliy jihatdan tez va qulay tarzda amalga oshirish imkonini beradi. O‘rganish
tezligi (learning rate), iteratsiyalar soni va og‘irliklarning dastlabki qiymatlari modelning
o‘qitilish jarayonida muhim rol o‘ynaydi.

Birog, bir qatlamli perseptronning asosiy cheklovi shundaki, u chizigli
ajratilmaydigan ma’lumotlarni to‘g‘ri tasniflay olmaydi. Shu sababli, ko‘p gatlamli neyron
tarmoglar (MLP) va murakkab aktivatsiya funksiyalarining joriy etilishi neyron
tarmoglarning keyingi avlodini shakllantirishda muhim bosqich bo‘lgan.

Umuman olganda, ushbu maqolada ko‘rib chiqilgan usul mashinaviy o‘rganishning
boshlang‘ich bosqichlarini o‘rganish, neyron tarmoqlarning ishlash mexanizmini
tushunish hamda Python tilida amaliy ko‘nikma hosil qilish uchun foydali namuna

hisoblanadi.
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