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Annotatsiya: Ushbu maqolada TensorFlow freymvorkining zamonaviy sun’iy
intellekt tizimlaridagi o‘rni, uni kompyuterga o‘rnatish bosqichlari hamda amaliyotda eng
ko‘p ishlatiladigan asosiy funksiyalari yoritildi. Maqolada TensorFlow bilan ishlashning
oddiy va tushunarli jarayonlari bosgichma-bosqgich bayon qilindi. Shuningdek, neyron
tarmoglarni yaratish, modelni o‘qitish va natijalarni baholashda qo‘llaniladigan
funksiyalar hagida sodda misollar orgali tushuncha berildi. Material talaba uchun qulay
tarzda yozilgan bo‘lib, TensorFlow’dan mustaqil foydalanishni boshlashga yordam
beradigan asosiy ma’lumotlarni o‘z ichiga oladi.

Kalit so’zlar: TensorFlow, sun’iy intellekt, mashinaviy o‘qitish, chuqur o‘rganish,
neyron tarmoglar, Keras, tensorlar, GPU hisoblash, hisoblash grafigi, model yaratish,
modelni o‘qitish, optimizatsiya, yo‘qotish funksiyasi, bashorat qilish, tasvirni tanish,
tovushni aniglash, matnni qgayta ishlash, tavsiya tizimlari, TFLite, TensorBoard, data
preprocessing, konvolyutsion neyron tarmoglar (CNN), LSTM, regressiya va
Klassifikatsiya.

Annotoin: In this article, the role of the TensorFlow framework in modern artificial
intelligence systems, the stages of its installation on a computer, and the core functions
most commonly used in practice are discussed. The paper explains step-by-step procedures
for working with TensorFlow in a clear and accessible manner. In addition, simplified

examples are provided to illustrate the functions used for building neural networks, training
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models, and evaluating their performance. The material is written in a student-friendly
format and includes the essential information required to begin using TensorFlow
independently.

Keywords: TensorFlow, artificial intelligence, machine learning, deep learning,
neural networks, Keras, tensors, GPU computing, computational graph, model building,
model training, optimization, loss function, prediction, image recognition, speech
recognition, text processing, recommendation systems, TFLite, TensorBoard, data
preprocessing, convolutional neural networks (CNN), LSTM, regression and
classification.

AnHoTtaumsi: B naHHOW cTathe packpbiTa poib (peitmBopka TensorFlow B
COBPCMCHHBIX CHCTCMAX HMCKYCCTBCHHOI'O HMHTCJUICKTA, O3TaIlbl €TI0 YCTAHOBKHM Ha
KOMITBIOTED, @ TAK)KE OCHOBHBIE (DYHKLIHH, KOTOPbIE HanboJiee YacTO MCIOJb3YIOTCS Ha
IIPAKTHKC. B cratbe IMOCJICAOBATCIIbBHO W ITIOHATHO H3JIOKCHBI IIPOCTHIC IIAI' pa6OTI>I C
TensorFlow. Kpome Toro, ¢ momoiipio NpocThIX MPUMEPOB JIaHbI MOHATUSA O QYHKIIHIX,
MPUMEHSEMBIX TPH CO3JaHUM HEWPOHHBIX CeTeH, OOYYEeHUH MOJENIH U OIEHKE
PE3YJIbTAaTOB. MaTepHaJI HaIlnCaH B yI[O6H0ﬁ ML CTYACHTA (1)OpM€ " COACPIKHUT OCHOBHBIC
CBEJICHUS, KOTOPbIEC TIOMOT'YT HauaTh CaMOCTOSITEIbHYI0 padoTty ¢ TensorFlow.

KuarueBble cioBa: TensorFlow, HCKyCCTBEHHBIN HHTEIUICKT, MAIlTMHHOE 00yUYeHHUE,
riyookoe oOyueHue, HeWpoHHble ceTd, Keras, TeH3opsl, BbiuuciaeHuss Ha GPU,
BBIYMCIUTENbHBIN Tpad, co3ganue Mojaeiu, oOy4eHrue MOJIEIU, ONTUMHU3alus, QyHKIIUSA
MOTePb, MPEICKa3aHue, pacro3HaBaHWE U300pAKEHUM, paclo3HaBaHue peur, o0OpaboTka
TeKcTa, pekomeHaarenbHble cucrtembl, TFLite, TensorBoard, mnpensaputenbHas
o0paboTka JaHHBIX, cBepTouyHble HeilpoHHble cetu (CNN), LSTM, perpeccus u

Kiaccuukanus.

So‘nggi yillarda sun’iy intellekt texnologiyalari juda tez rivojlanib, turli sohalarda
amaliy yechimlar yaratishning asosiy vositasiga aylandi. Aynigsa, chuqur o‘rganish (deep
learning) asosidagi modellarning keng qo‘llanishi neyron tarmoglarni samarali qurish va
o‘gitishni osonlashtiradigan maxsus freymvorklarga bo‘lgan ehtiyojni kuchaytirdi.

Shunday vositalardan biri — TensorFlow bo‘lib, u Google tomonidan ishlab chigilgan

85-son 5-to’plam Dekabr-2025 Sahifa: 305



g Ustozlar uchun pedagoglar.org

ochiq kodli kutubxona sifatida mashina o‘rganishi bilan shug‘ullanuvchi mutaxassislar,
tadgigotchilar va talabalarning asosiy tanloviga aylangan.

TensorFlow’ning afzalligi shundaki, u murakkab matematik hisob-kitoblarni
avtomatlashtiradi, neyron tarmoqlarni yaratish jarayonini sodda va tushunarli darajaga olib
keladi. Freymvorkning kuchli ekotizimi, keng imkoniyatlari va doimiy ravishda yangilanib
borishi uni sun’iy intellekt bo‘yicha amaliy loyihalar uchun eng qulay vositalardan biriga
aylantiradi. Mazkur magolada TensorFlow’ni kompyuterga o‘rnatish jarayoni, dastlabki
sozlamalar va amaliyotda eng ko‘p go‘llanadigan asosiy funksiyalar bo‘yicha aniq va
bosgichma-bosqgich izohlar beriladi.

Magolaning magsadi — TensorFlow bilan mustaqil ishlashni boshlash uchun zarur
bo‘lgan boshlang‘ich bilimlarni sodda tilda yoritish va dastlabki amaliy ko‘nikmalarni
shakllantirishdan iborat.

TensorFlow freymvorki va uning umumiy tuzilishi , ishlash prinsipi

TensorFlow — bu Google tomonidan ishlab chiqilgan ochiq kodli sun’iy intellekt
freymvorki bo‘lib, u mashina o‘rganishi va chuqur o‘rganish (deep learning) modellarini
yaratish uchun keng qo‘llaniladi. “Tensor” so‘zi ko‘p o‘lchamli ma’lumotlar (array,
matrix) yig‘indisini, “Flow” esa ma’lumotlar oqimini bildiradi. Shu nuqtai nazardan,
TensorFlow ichida barcha hisob-kitoblar tenzorlar bo‘ylab ogadi va graflar asosida
bajariladi.

Freymvorkning asosiy vazifasi — neyron tarmoqlarni yaratish va o‘qitishni

soddalashtirish. TensorFlow orgali foydalanuvchilar:

> Murakkab matematik hisob-kitoblarni avtomatik bajarish

> Grafik hisoblash orgali modellarning samaradorligini oshirish

- GPU va CPU imkoniyatlaridan samarali foydalanish

> Keng kutubxonalar va modellar yordamida tezkor prototip yaratish

TensorFlow’ning yana bir muhim jihati shundaki, u ham Keras bilan
integratsiyalashgan, ya’ni neyron tarmoqlarni yaratish va sozlash ancha osonlashadi. Shu
bilan birga, u mustaqil va kengaytiriladigan freymvork bo‘lib, tajribali mutaxassislar ham
murakkab loyihalarni amalga oshirishi mumkin. Ushbu freymvorkning keng qo‘llanilishi

uni talaba va yangi boshlovchilar uchun ham juda qulay qiladi, chunki boshlang‘ich
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bilimlar bilan ham sodda modellardan murakkab arxitekturalargacha bo‘lgan loyihalarni
yaratish mumkin.

TensorFlow freymvorkining asosiy vazifasi — murakkab matematik amallarni
avtomatlashtirish va neyron tarmoglarni oson qurishga yordam berishdir. Freymvorkning
nomi ham “tensor” va “flow” so‘zlaridan kelib chiqgan bo‘lib, bu “ma’lumotlarning
oqimi” degan ma’noni anglatadi. Ya’ni TensorFlow ichida barcha hisoblashlar tarmogqlar
shaklida amalga oshiriladi.

Freymvorkning asosiy qurilishi tensorlar, operatsiyalar va hisoblash grafigiga
tayanadi. Tensor — bu ko‘p o‘lchovli ma’lumotlar yig‘indisi bo‘lib, matematik funksiyalar
shu tenzorlar ustida ishlaydi. TensorFlow shu ma’lumotlar oqimini boshgaradi, uni to‘g‘ri
tartibda gayta ishlaydi va natijani modelga yetkazadi. Shu tarzda neyron tarmoglarni
o‘qitish jarayoni soddalashadi va foydalanuvchidan ortigcha matematik bilim talab
gilinmaydi.

TensorFlow freymvorkini o‘rnatish jarayoni

TensorFlow bilan ishlashni boshlash uchun avvalo muhitni to‘g‘ri tayyorlash muhim.
Freymvork Python dasturlash tilida ishlagani uchun uning zamonaviy versiyasini o‘rnatish
talab etiladi. Odatda talabalar TensorFlow’ni Anaconda, Python venv yoki pip orgali
o‘rnatadi. Eng qulay usul — pip buyrugi orqali o‘rnatishdir, chunki bu usul qo‘shimcha
sozlamalarga ehtiyoj sezmaydi.

Birinchi bosqichda kompyuterga Python o‘rnatiladi, so‘ngra buyruqlar satrida pip
install tensorflow buyrug‘i orqali o‘rnatish amalga oshiriladi. O‘rnatish jarayonida
internetdan kerakli kutubxonalar va modullar yuklab olinadi. Jarayon tugagach,
TensorFlow to‘g‘ri ishlayotganini tekshirish uchun oddiy kod yozib ko‘riladi. Masalan,
import tensorflow as tf buyrug‘i xatosiz bajarilsa, freymvork muvaffaqiyatli o‘rnatilgan
bo‘ladi. Shu tariga dastlabki muhit tayyorlanadi va model yaratishga yo‘l ochiladi.

TensorFlow’da eng ko‘p qo‘llaniladigan asosiy funksiyalar

TensorFlow’da amaliyotda juda ko‘p funksiyalar mavjud, lekin talaba va yangi

o‘rganuvchilar avvalo eng asosiylaridan foydalanadi. Ulardan ba’zilari quyidagilar:
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a) tf.constant() — o‘zgarmas qiymat yaratadi,. Bu funksiya modelda o‘zgarmaydigan
ma’lumotlarni belgilashda ishlatiladi. Masalan, raqamlar yoki matritsalarni doimiy
ko‘rinishda saqlash uchun qulay.

b) tf.Variable() — o‘zgaruvchi qiymat yaratadi. Neyron tarmoqlarda og‘irliklar
(weights) o‘zgarib turadi. Ana shu o‘zgaruvchi qiymatlar tf.Variable() orqali belgilanadi.
Modelni o‘qitish jarayonida ular yangilanadi.

c) tf.keras.Sequential() — model yaratish. TensorFlow ichidagi Keras moduli neyron
tarmoglarni qulay qurish imkonini beradi. Sequential esa gatlamlar ketma-ketligidan iborat
oddiy model yaratish uchun ishlatiladi. Bu yangi boshlovchilar uchun juda qulay.

d) model.compile() — modelni sozlash. Modelni o‘qitishdan oldin uni optimizator,
yo‘qotish funksiyasi va o‘lchovlar bilan sozlash kerak bo‘ladi. compile() shu vazifani
bajaradi.

e) model.fit() — modelni o‘qitish. Bu funksiya modelga ma’lumot berib, uni o°qitish
jarayonini boshlaydi. Epochlar soni hammavagt belgilab beriladi.

f) model.predict() — natija olish. Model o‘rgatilgach, yangi ma’lumotlar bo‘yicha
bashorat gilish uchun predict() funksiyasi ishlatiladi

TensorFlow’dan amaliy loyihalarda foydalanish

TensorFlow bugungi kunda turli yo‘nalishdagi real amaliyotlarda eng ko‘p
go‘llaniladigan freymvorklardan biridir. Uning moslashuvchan tuzilishi va GPU bilan
ishlash imkoniyati katta ma’lumotlar bilan bog‘liq loyihalarda yuqori aniqlik va tezlikka
erishish imkonini beradi. Quyida TensorFlow qo‘llaniladigan asosiy yo‘nalishlar
keltiriladi: Tasvirlarni tanish (image recognition)

Tovushni aniglash (speech recognition)
Matnni tahlil gilish va tavsiya tizimlari
Chatbotlar va avtomatlashtirilgan tizimlar

TensorFlow’ning eng katta afzalliklaridan biri — o‘rganish jarayonining
bosgichma-bosqich tashkil etilishidir. Talabalar sodda modellarni yaratishdan
boshlashlari, keyinchalik esa murakkab arxitekturalarga o‘tishlari  mumkin.
Freymvorkning keng ekotizimi (TensorBoard, TensorHub, Keras, TFLite) o‘quv

jarayonini osonlashtiradi, shuningdek:
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> tayyor modellarni yuklab olib ishlatish mumkin;

> modelni anig tarmoglarga moslab tahrirlash oson;

> mobil ilovalar uchun TFLite yordamida modelni optimallashtirish
mumKkin;

> GPU yordamida o‘qitish vaqtini sezilarli kamaytiradi.

Shu sababli TensorFlow amaliy loyihalar yaratish, ilmiy tadqiqotlar o‘tkazish va
dasturiy ishlanmalarni ishlab chigishda juda qulay vosita hisoblanadi.

Xulosa

Ushbu maqolada TensorFlow freymvorkining zamonaviy sun’iy intellekt
tizimlaridagi roli, uni kompyuterga o‘rnatish bosqichlari va amaliyotda eng ko‘p
qo‘llaniladigan funksiyalari yoritildi. TensorFlow murakkab matematik hisob-kitoblarni
avtomatlashtirish, neyron tarmoqlarni yaratish va o‘qitishni soddalashtirish imkonini
beradi. Freymvorkning kuchli ekotizimi va Keras bilan integratsiyasi boshlang‘ich
foydalanuvchilar uchun ham sodda modellardan murakkab arxitekturalargacha bo‘lgan
loyihalarni yaratish imkonini beradi, shu bilan birga tajribali mutaxassislar murakkab
loyihalarni amalga oshira oladi.

Magolada TensorFlow’ni o‘rnatish jarayoni, dastlabki sozlamalar, asosiy funksiyalar
(tf.constant(), tf.Variable(), tf.keras.Sequential(), model.compile(), model.fit(),
model.predict()) va ular yordamida model yaratish, o‘qitish va natijalarni baholash
jarayoni bosgichma-bosqich tushuntirildi. Bu talabalar va yangi boshlovchilar uchun
mustaqil ishlashni boshlashga yordam beruvchi amaliy ko‘nikmalarni shakllantiradi.

Shuningdek, TensorFlow turli yo‘nalishdagi real loyihalarda keng qo‘llaniladi,
xususan: tasvirlarni tanish, tovushni aniglash, matnni gayta ishlash, tavsiya tizimlari va
chatbotlar yaratishda. GPU bilan ishlash imkoniyati va moslashuvchan tuzilishi katta
hajmdagi ma’lumotlar bilan ishlashda yuqori tezlik va aniqlikni ta’minlaydi. Shu sababli,
TensorFlow nafagat ilmiy tadgiqgotlar, balki amaliy loyihalar yaratishda ham samarali va
qulay vosita hisoblanadi.
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